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Pivoting for Paraphrase Acquisition
Pivoting is a common distantly-supervised method to acquire paraphrases.

what is more, the relevant cost dynamic is completely under control

im übrigen ist die diesbezügliche kostenentwicklung völlig unter kontrolle

wir sind es den steuerzahlern schuldig die kosten unter kontrolle zu haben

we owe it to the taxpayer to keep the costs in check

“Paraphrasing with Bilingual Parallel Corpora”, Bannard and Callison-Burch 2005

Samsung halts oriduction of its
Galaxy Note 7 as battery 
problems linger.

Samsung temporarily supended
production of its Galaxy Note 7  
devices following reports.

“A Continuosly Growing Dataset of Sentential Paraphrases”, Lan et al. 2017
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Image Captions as Paraphrases

Easter Bunny
From Wikipedia, the free encyclopedia

A 1907 postcard featuring 
the Easter Bunny

Ēostre
From Wikipedia, the free encyclopedia

An Easter postcard from 
1907 depicting a rabbit
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Image Captions as Paraphrases
Infobox captions
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Image Captions as Paraphrases
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Image Captions as Paraphrases
Goal: Discard icons, symbols and pictograms.
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Image Captions as Paraphrases
Goal: Discard icons, symbols and pictograms.

Icons, symbols and pictograms appear much more frequently in Wikipedia articles.

⇒ Limit number of references to [2, 10]
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Image Captions as Paraphrases
Goal: Discard “trivial” image captions.

❑ Too short captions (<6 words)

“Easter Bunny Postcard, 1907 ”

“Altar in temple”
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Image Captions as Paraphrases
Goal: Discard “trivial” image captions.

❑ Too short captions (<6 words)

“Easter Bunny Postcard, 1907 ”

“Altar in temple”

❑ Non-sentential captions (noun phrases)

“Ted Danson, Best Actor in a Comedy Series winner ”

“Players in Grant Park during Pokemon Go Fest 2017 ”

“Postcard of the large rectangular Grand Central Station”
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Image Captions as Paraphrases
Goal: Cluster equivalent images.

File:Easter Bunny Postcard 1907.jpg

Easter Bunny

Eostre

⇒ Image url is a sufficient equivalence criterion
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Image Captions as Paraphrases

A 1907 postcard featuring 
the Easter Bunny

Captions

An Easter postcard from 
1907 depicting a rabbit

A 1907 postcard featuring 
the Easter Bunny

An Easter postcard from 
1907 depicting a rabbit

Image Cluster

A hare standing on its hind legs 
and carrying several branches 

Alternative texts

A drawing of an Easter bunny 
carrying several branches as 
part of an Easter postcard

A hare standing on its hind legs 
and carrying several branches 

A drawing of an Easter bunny 
carrying several branches as 
part of an Easter postcard
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Image Captions as Paraphrases
Goal: Discard exact and near duplicates.

Near duplicates are caption pairs that only differ in

❑ Casing

“A postcard featuring the Easter Bunny ”↔“A postcard featuring the easter bunny ”

❑ Punctuation

“A postcard featuring the Easter Bunny ”↔“A postcard, featuring the Easter Bunny.”

❑ Bracket expressions

“A postcard featuring the Easter Bunny ”↔“A postcard featuring the Easter Bunny (1907)”
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Image Captions as Paraphrases

Gold-quality paraphrases

❑ Captions pairs from Wikipedia without revision history which are sentences

Silver-quality paraphrases

❑ Gold-quality paraphrases and captions pairs that are sentence fragments

Bronze-quality paraphrases

❑ Caption pairs from Wikipedia with revision history with sentence fragments

Quality Caption pairs
Gold 30,237
Silver 229,877
Bronze 656,560

Image and 
Caption 
Mining

Wikipedia Wikipedia-IPC

Image 
Filter

Caption 
Filter

Image
Clustering

Paraphrase
Construction

Paraphrase
Filter

16 © marcel_gohsen 2023



Quantitative Similarity Analysis
Goal: Compare paraphrases from datasets on multiple similarity dimensions.

Lexical and syntactic similarity metrics:

❑ ROUGE-1 [Lin, 2004]

❑ ROUGE-L [Lin, 2004]

❑ BLEU [Papineni et al., 2002]
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Quantitative Similarity Analysis
Goal: Compare paraphrases from datasets on multiple similarity dimensions.

Lexical and syntactic similarity metrics:

❑ ROUGE-1 [Lin, 2004]

❑ ROUGE-L [Lin, 2004]

❑ BLEU [Papineni et al., 2002]

Semantic similarity metrics:

❑ Word Mover Distance (WMS) [Kusner et al., 2015]

❑ BERTScore [Zhang et al., 2019]

❑ Sentence Transformer (ST) [Reuners and Gurevych, 2019]
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Quantitative Similarity Analysis
∆sem,syn

Sophisticated paraphrases are

❑ semantically as similar as possible
❑ syntactically as different as possible

∆sem,syn is the average semantic similarity minus average syntactic similarity.
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Quantitative Similarity Analysis
∆sem,syn

Sophisticated paraphrases are

❑ semantically as similar as possible
❑ syntactically as different as possible

∆sem,syn is the average semantic similarity minus average syntactic similarity.

Syntactic similarity Semantic similarity

Image Caption Pairs ROUGE-1 ROUGE-L BLEU Avg. WMS BERT ST Avg. ∆sem,syn

An Easter postcard from 1907 depicting a rabbit.
0.53 0.13 0.14 0.27 0.76 0.76 0.90 0.81 0.54

A 1907 postcard featuring the Easter Bunny.

Troops clearing rubble after the May air raid on Belfast.
0.90 0.90 0.99 0.93 0.92 0.89 0.98 0.93 0.00

Soldiers clearing rubble after the May air raid on Belfast.
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Quantitative Similarity Analysis

Syntactic similarity Semantic similarity

Corpus Acquisition ROUGE-1 ROUGE-L BLEU Avg. WMS BERT ST Avg. ∆sem,syn

Wikipedia-IPCgold Caption 0.74 0.71 0.56 0.67 0.83 0.69 0.91 0.81 0.14

Wikipedia-IPCsilverCaption 0.71 0.67 0.52 0.63 0.63 0.81 0.90 0.78 0.15

Flickr8k Caption 0.53 0.48 0.22 0.41 0.59 0.73 0.86 0.73 0.32

MS-COCO Caption 0.51 0.45 0.22 0.39 0.57 0.71 0.86 0.71 0.32

PASCAL Caption 0.51 0.47 0.22 0.40 0.59 0.72 0.86 0.73 0.32

ParaNMT-5m Generated 0.63 0.60 0.33 0.52 0.60 0.75 0.87 0.74 0.22

PAWS Generated 0.94 0.79 0.69 0.81 0.82 0.96 0.97 0.92 0.11

MSRPC Distant supervision 0.73 0.69 0.54 0.65 0.72 0.82 0.90 0.82 0.16

PPDB 2.0 Distant supervision 0.64 0.63 0.32 0.53 0.64 0.63 0.89 0.72 0.19

TaPaCo Distant supervision 0.65 0.63 0.30 0.53 0.78 0.79 0.91 0.83 0.30
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Qualitative Similarity Analysis
Annotated a paraphrase’s semantic and syntactic similarity on a 5-point Likert scale

❑ Three datasets (Wikipedia-IPC, MSRPC, TaPaCo)
❑ Sample of 100 paraphrase pairs per dataset
❑ Four expert annotators
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Syntax: ROUGE-1 ROUGE-L BLEU Average

r 0.78 0.77 0.70 0.79

Semantics: WMS BERT ST Average

r 0.59 0.70 0.78 0.76
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Conclusion
Contributions

❑ Paraphrase acquisition from image captions

❑ Paraphrase dataset with different quality levels: Wikipedia-IPC

❑ Paraphrase sophistication metric: ∆sem,syn
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Conclusion
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❑ Paraphrase dataset with different quality levels: Wikipedia-IPC

❑ Paraphrase sophistication metric: ∆sem,syn

Future Work

❑ Apply paraphrase acquisition method to larger Web resources

❑ Incorporate image analysis for image equivalence classification

Code and Data

https://github.com/webis-de/EACL-23

Thank you!
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