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Introduction Motivation

It’s quiz time!

What is the user searching?

new york times square dance
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Introduction Motivation

Is it: new york times square dance ?

Image source: [http://www.theepochtimes.com/n2/images/stories/large/2009/08/06/Bollywood1.jpg]
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Introduction Motivation

Is it: new york times square dance ?!

Image sources: [http://blog.caseytempleton.com/wp-content/uploads/2009/05/090517 nytfrontpage1.jpg]
[http://upload.wikimedia.org/wikipedia/commons/0/03/Square Dance Group.jpg]
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Introduction Motivation

Segment your queries!

The benefits

Improved retrieval precision

Potential disambiguation

Reformulations on segment level

The syntax

Quotes around segments: "new york" "times square" dance

The “minor” issue . . .

Most web searchers are not even aware of the quotes option
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Introduction Motivation

The way out . . .

Automatic pre-retrieval query segmentation

Remark: Runtime is crucial!
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Introduction Problem Definition

The computational problem as we see it

Query Segmentation

Given a keyword query

Find the “best” segmentation

Remarks: We assume correct spelling!
We do not change keywords!

Example

Given the query new york times square dance

Solutions could be "new york" "times square" dance

"new york times" "square dance"

But not (word order!) "new york" "dance times square"
(a Latin dance studio in NYC)
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Introduction Related Work

Standing on the shoulders of . . .

Mutual information [Risvik et al., WWW 2003]

[Jones et al., WWW 2006]

[Huang et al., WWW 2010]

Supervised learning [Bergsma and Wang, EMNLP-CoNLL 2007]

[Bendersky et al., SIGIR 2009]

Unsupervised learning [Tan and Peng, WWW 2008]

[Zhang et al., ACL-IJCNLP 2009]

Retrieval feedback [Brenes et al., CERI 2010]

[Bendersky et al., CIKM 2010]

Query log [Mishra et al., WWW 2011]

Näıve [Hagen et al., SIGIR 2010]
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Our Approaches The Basic Principle

KISS – Keep it simple and stupid!

Image source: [http://1.bp.blogspot.com/ UDZXrzYpS4k/THRrh8KPvVI/AAAAAAAAAoc/Be1HjlnRy1c/s400/lipstick-mirror.jpg]
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Our Approaches The Framework

Web phrase frequency

Our assumptions

Web phrases are the most reasonable query segments

More frequent or prominent web phrases are better segments

Our approaches

Score segmentations based on normalized web frequencies

But no supervised learning, web retrieval, etc.

Our web representation

Collection of the 1- to 5-grams from the 2006 Google index

Including occurrence frequencies ≥ 40 [Brants and Franz, LDC 2006]
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Our Approaches Näıve Normalization

Step 1: Fetch n-gram frequencies of potential segments

segment s freq(s)

new york 165.4 million
new york times 17.5 million
new york times square 20 476
new york times square dance 0

york times 17.6 million
york times square 20 561
york times square dance 0

times square 1.3 million
times square dance 104

square dance 210 440
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Our Approaches Näıve Normalization

Step 2: Frequency normalization |s||s| · freq(s)

segment s freq(s) weight(s)

new york 165.4 million 661.6 million
new york times 17.5 million 472.5 million
new york times square 20 476 5.2 million
new york times square dance 0 0

york times 17.6 million 70.4 million
york times square 20 561 0.5 million
york times square dance 0 0

times square 1.3 million 5.2 million
times square dance 104 2808

square dance 210 440 0.8 million
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Our Approaches Näıve Normalization

Step 3: Score every segmentation S

Summing up the contained weights

score(S) =
∑

s∈S,|s|≥2

weight(s)

Remarks: We ignore single keywords.
If a weight = 0, then score = -1.

Example

score( "new york" "times square" dance ) = 666.8 million
661.6 million 5.2 million

score( "new york times square dance" ) = -1
0
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Our Approaches Näıve Normalization

Step 4: Select top segmentation from score ranking

rank segmentation S score(S)

1 "new york" "times square" dance 666.8 million
2 "new york" times "square dance" 662.4 million
...

...
...

5 "new york times" "square dance" 473.3 million
...

...
...

13 new york "times square dance" 2808
14 new york times square dance 0
15 "new york times square dance" -1
16 new "york times square dance" -1
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Our Approaches Näıve Normalization

Frequencies |s||s|-normalized without any semantics.

More “semantics-aware” normalization?
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Our Approaches Näıve Normalization

Frequencies |s||s|-normalized without any semantics.

More “semantics-aware” normalization?
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Our Approaches Wikipedia-Based Normalization

Wikipedia titles as high quality phrases
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Our Approaches Wikipedia-Based Normalization

Step 1.1: Fetch n-gram frequencies of potential segments

segment s freq(s)

new york 165.4 million
new york times 17.5 million
new york times square 20 476
new york times square dance 0

york times 17.6 million
york times square 20 561
york times square dance 0

times square 1.3 million
times square dance 104

square dance 210 440
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Our Approaches Wikipedia-Based Normalization

Step 1.2: Check which are Wikipedia titles

segment s freq(s) Wiki

new york 165.4 million X
new york times 17.5 million X
new york times square 20 476 -
new york times square dance 0 -

york times 17.6 million -
york times square 20 561 -
york times square dance 0 -

times square 1.3 million X
times square dance 104 -

square dance 210 440 X
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Our Approaches Wikipedia-Based Normalization

Step 2.1: Frequency normalization bonus Wiki titles

segment s freq(s) Wiki weight(s)

new york 165.4 million X 165.4 million
new york times 17.5 million X 165.4 million
new york times square 20 476 - 20 476
new york times square dance 0 - 0

york times 17.6 million - 17.6 million
york times square 20 561 - 20 561
york times square dance 0 - 0

times square 1.3 million X 1.3 million
times square dance 104 - 104

square dance 210 440 X 210 440
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Our Approaches Wikipedia-Based Normalization

Step 2.2: Frequency normalization |s| · weight(s)

segment s freq(s) Wiki weight(s)

new york 165.4 million X 330.8 million
new york times 17.5 million X 496.2 million
new york times square 20 476 - 81 904
new york times square dance 0 - 0

york times 17.6 million - 35.2 million
york times square 20 561 - 61 683
york times square dance 0 - 0

times square 1.3 million X 2.6 million
times square dance 104 - 312

square dance 210 440 X 420 880
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Our Approaches Wikipedia-Based Normalization

Steps 3 & 4: Sum up and select top rank (as before)

rank trend segmentation S score(S)

1 � "new york times" "square dance" 496.6 million
2 � "new york times" square dance 496.2 million
3 ↓ "new york" "times square" dance 333.4 million
...

...
...

...
13 - new york "times square dance" 312
14 - new york times square dance 0
15 - "new york times square dance" -1
16 - new "york times square dance" -1
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Experimental Evaluation

What about accuracy?
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Experimental Evaluation Accuracy

How to measure accuracy of segmentations?

The standard corpus

500 queries from the AOL log

Each segmented by 3 human annotators

Often used for evaluation [Bergsma and Wang, EMNLP-CoNLL 2007]

The standard accuracy measures

Query level: ratio of correctly quoted queries

Segment level: precision/recall of computed segments

Break level: ratio of correct decisions in-between keywords
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Experimental Evaluation Accuracy

How accurate are we? (on the Bergsma-Wang corpus)

Annotator Accuracy MI Bergsma-Wang Näıve Wiki-based

query 0.583 0.702 0.700 0.726
seg prec 0.693 0.812 0.800 0.820

Best Match seg rec 0.697 0.831 0.796 0.807
seg F 0.695 0.821 0.798 0.814
break 0.849 0.899 0.889 0.900

Observations

Wiki-based has best query accuracy

Bergsma-Wang approach counters with best segment recall
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Experimental Evaluation Accuracy

Our new evaluation corpus

Shortcomings of the Bergsma-Wang corpus

Small and not representative (500 queries, just noun-phrases)

Some duplicate queries, typos, and encoding errors

Our improved corpus

50 000 queries (3–10 keywords) sampled from “filtered” AOL log

Preserving query frequency and length distribution

Semi-automatic spell checking (14% of the queries corrected)

Up to 10 annotators per query via Mechanical Turk
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Experimental Evaluation Accuracy

Again: How accurate are we? (on our corpus)

Annotator Accuracy MI Näıve Wiki-based

query 0.598 0.599 0.616
seg prec 0.727 0.736 0.744

Best Match seg rec 0.738 0.733 0.739
seg F 0.732 0.734 0.742
break 0.844 0.842 0.850

Observations

Performance drop compared to Bergsma-Wang corpus

MI is a challenging baseline!
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Experimental Evaluation Runtime

What about efficiency?
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Experimental Evaluation Runtime

How fast do we quote?

System and implementation details

Standard quad-core PC running Ubuntu 10.04

Hash tables for n-gram frequencies and Wikipedia titles

Need about 13 GB of RAM [Brants et al., EMNLP-CoNLL 2007]

Throughput

3 000 queries per second

Remark: A load of 1 billion queries per day
means 12 000 queries per second.
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Conclusion

Almost the end: The take-away messages!
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Conclusion

What we have done

Results

Näıve |s||s|-normalization

Wikipedia-based normalization

Simple and fast

As accurate as state of the art

Improved test corpus

Future Work

Ranking-aware accuracy

Retrieval-aware accuracy

Thank you
,
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Näıve |s||s|-normalization

Wikipedia-based normalization

Simple and fast

As accurate as state of the art

Improved test corpus

Future Work

Ranking-aware accuracy

Retrieval-aware accuracy

Thank you
,

Hagen, Potthast, Stein, Bräutigam Query segmentation revisited 30



Conclusion

What we have (not) done

Results
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