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Text reuse?

Text from one document used in another.
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Abstract The paper in hand presents a Web-based application for the analysis of text documents
with respect to plagiarism. Aside from reporting experiences with standard algorithms, a new
method for plagiarism analysis is introduced. Since well-known algorithms for plagiarism detection
assume the existence of a candidate document collection against which a suspicious document
can be compared, they are unsuited to spot potentially copied passages using only the input document.
This kind of plagiarism remains undetected e.g. when paragraphs are copied from sources
that are not available electronically. Our method is able to detect a change in writing style, and
consequently to identify suspicious passages within a single document. Apart from contributing to
solve the outlined problem, the presented method can also be used to focus a search for potentially
original documents.
Key words: plagiarism analysis, style analysis, focused search, chunking, Kullback-Leibler divergence
1 Introduction

1.1 Plagiarism Forms
Plagiarism happens in several forms. Heintze distinguishes between the following textual
relationships between documents: identical copy, edited copy, reorganized document,
revisioned document, condensed/expanded document, documents that include
portions of other documents. Moreover, unauthorized (partial) translations and documents
that copy the structure of other documents can also be seen as plagiarized.
Figure 1 depicts a taxonomy of plagiarism forms. Orthogonal to plagiarism forms
are the underlying media: plagiarism may happen in articles, books or computer programs.

2.2 Query Generation: Focussing Search
When keywords are extracted from the suspicious document, we employ a heuristic
query generation procedure, which was first presented in [12]. Let K1 denote the
set of keywords that have been extracted from a suspicious document. By adding
synonyms, coordinate terms, and derivationally related forms, the set K1 is extended
towards a setK2 [2].WithinK2 groups of words are identified by exploiting statistical
knowledge about significant left and right neighbors, as well as adequate co-occurring
words, yielding the set K3 [13]. Then, a sequence of queries is generated (and passed
to search engines).
This selection step is controlled by quantitative relevance feedback: Depending
on the number of found documents more or less “esoteric” queries are generated.
Note that such a control can be realized by a heuristic ordering of the set K3, which
considers word group sizes and word frequency classes [14]. The result of this step is
a candidate document collection C = {d1, . . . , dn}.

3 Plagiarism Analysis
As outlined above, a document may be plagiarized in different forms. Consequently,
several indications exist to suspect a document of plagiarism. An adoption of indications
that are given in [9] is as follows.

(1) Copied text. If text stems from a source that is known and it is not cited properly
then this is an obvious case of plagiarism.
(2) Bibliography. If the references in documents overlap significantly, the bibliography
and other parts may be copied. A changing citing style may be a sign for
plagiarism.
(3) Change in writing style. A suspect change in the author’s style may appear
paragraph- or section-wise, e.g. between objective and subjective style, nominaland
verbal style, brillant and baffling passages.
(4) Change in formatting. In copy-and-paste plagiarism cases the formatting of the
original document is inherited to pasted paragraphs, especially when content is
copied from browsers to text processing programs.
(5) Textual patchwork. If the line of argumentation throughout a document is consequently
incoherent then the document may be a “mixed plagiate”, i.e. a compilation
of different sources.
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News reuse
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Plagiarism

Karl-Theodor zu Guttenberg
(former German Minister of Defence)

60% of dissertation plagiarized
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Text reuse detection

Given “suspicious” document

Step 1: Find a set of candidate documents
Step 2: In-depth analysis against each candidate
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We focus on Step 1

Candidate document retrieval
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Candidate document retrieval

Observations

Text reuse source = the entire Web

Same topic doc’s = more likely source

Too many candidates = bad runtime

Up to k candidates = reasonable runtime

→ web search

→ system capacity k

Idea

Retrieve a feasible number of similar web documents.
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Standing on the shoulders of . . .

Random string as query [Dasdan et al., CIKM 2009]

Rare keywords as query [Dasdan et al., CIKM 2009]

Important keywords as query [Yang et al., WSDM 2009]

[Bendersky and Croft, WSDM 2009]
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What query to formulate from important keywords?
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Example

information retrieval text reuse

detection system web search query formulation

capacity constrained search engine

↗

↘
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Example

information retrieval text reuse

detection system web search query formulation

capacity constrained search engine

↗ ↘
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Single keyword queries?

information retrieval ///////text//////////reuse

///////////////detection////////////system /////web////////////search /////////query////////////////////formulation

/////////////capacity////////////////////constrained //////////search///////////engine
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Single keyword queries? Underspecific!

//////////////////information/////////////////retrieval ///////text//////////reuse

detection system /////web////////////search /////////query////////////////////formulation

/////////////capacity////////////////////constrained //////////search///////////engine
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All keywords at once? [Yang et al., WSDM 2009]

information retrieval text reuse

detection system web search query formulation

capacity constrained search engine
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All keywords at once? Overspecific!

information retrieval text reuse

detection system web search query formulation

capacity constrained search engine
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Delete rare keywords till k results? [Bendersky and Croft, WSDM 2009]

information retrieval ///////text//////////reuse

detection system web search /////////query////////////////////formulation

/////////////capacity////////////////////constrained search engine
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Delete rare keywords Information lost!

information retrieval ///////text//////////reuse

detection system web search /////////query////////////////////formulation

/////////////capacity////////////////////constrained search engine
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Again . . .

What query to formulate from the keywords?
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Our answer . . .

Not just one query!

But a set of queries!
Remark: Each returning not too many results . . .
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A set of queries! query 1/3

information retrieval text reuse

///////////////detection////////////system web search query formulation

/////////////capacity////////////////////constrained search engine
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A set of queries! query 2/3

//////////////////information/////////////////retrieval text reuse

detection system /////web////////////search query formulation

/////////////capacity////////////////////constrained search engine
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A set of queries! query 3/3

//////////////////information/////////////////retrieval ///////text//////////reuse

///////////////detection////////////system web search query formulation

capacity constrained search engine
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A set of queries! query 3/3

//////////////////information/////////////////retrieval ///////text//////////reuse

///////////////detection////////////system web search query formulation

capacity constrained search engine
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The 3 queries together . . .

Properties

All keywords covered (similarity)

Not too many results (≤ 1000) (capacity)

Desired document among the results (quality)

Problem

How to automatically find such query sets?
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Problem statement

Capacity Constrained Query Formulation

Given: 1 Set W of keywords

2 Query interface for a web search engine

3 Upper bound k on the number of desired results

Find a family Q ⊆ 2W of queries:
returning ≤ k results

covering all keywords from W .

Optimization Problem!

Minimize the number of submitted web queries to find Q.
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All possible queries

underflowing

overflowing

{ 

{w2}

{w1, w3} {w1, w4} {w2, w3} {w4, w5}

{w3,w4,w5}

{w1} {w3} {w4} {w5}

{w1, w2} {w1, w5} {w2, w4} {w2, w5} {w3, w5}

{w1,w2,w3} {w1,w2,w4} {w1,w2,w5} {w1,w3,w4} {w1,w3,w5} {w1,w4,w5} {w2,w3,w4} {w2,w3,w5} {w2,w4,w5}

{w1, w2, w3, w4} {w1, w2, w3, w5} {w1, w2, w4, w5} {w1, w3, w4, w5} {w2, w3, w4, w5}

{w1, w2, w3, w4, w5}

}

{w3, w4}
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Queries with at most ` results

underflowing

overflowing

{ 

{w2}

{w1, w3} {w1, w4} {w2, w3} {w4, w5}

{w3,w4,w5}

{w1} {w3} {w4} {w5}

{w1, w2} {w1, w5} {w2, w4} {w2, w5} {w3, w5}

{w1,w2,w3} {w1,w2,w4} {w1,w2,w5} {w1,w3,w4} {w1,w3,w5} {w1,w4,w5} {w2,w3,w4} {w2,w3,w5} {w2,w4,w5}

{w1, w2, w3, w4} {w1, w2, w3, w5} {w1, w2, w4, w5} {w1, w3, w4, w5} {w2, w3, w4, w5}

{w1, w2, w3, w4, w5}

}

{w3, w4}
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Minimal non-overflowing queries

underflowing

overflowing

{ 

{w2}

{w1, w3} {w1, w4} {w2, w3} {w4, w5}

{w3,w4,w5}

{w1} {w3} {w4} {w5}

{w1, w2} {w1, w5} {w2, w4} {w2, w5} {w3, w5}

{w1,w2,w3} {w1,w2,w4} {w1,w2,w5} {w1,w3,w4} {w1,w3,w5} {w1,w4,w5} {w2,w3,w4} {w2,w3,w5} {w2,w4,w5}

{w1, w2, w3, w4} {w1, w2, w3, w5} {w1, w2, w4, w5} {w1, w3, w4, w5} {w2, w3, w4, w5}

{w1, w2, w3, w4, w5}

}

{w3, w4}
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The baseline algorithm

Apriori
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Apriori Step 1 ` = 1000 4500 results

underflowing

overflowing

{ 

{w2}

{w1, w3} {w1, w4} {w2, w3} {w4, w5}

{w3,w4,w5}

{w1} {w3} {w4} {w5}

{w1, w2} {w1, w5} {w2, w4} {w2, w5} {w3, w5}

{w1,w2,w3} {w1,w2,w4} {w1,w2,w5} {w1,w3,w4} {w1,w3,w5} {w1,w4,w5} {w2,w3,w4} {w2,w3,w5} {w2,w4,w5}

{w1, w2, w3, w4} {w1, w2, w3, w5} {w1, w2, w4, w5} {w1, w3, w4, w5} {w2, w3, w4, w5}

{w1, w2, w3, w4, w5}

}

{w3, w4}
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Apriori Step 2 ` = 500 2700 results

underflowing

overflowing

{ 

{w2}

{w1, w3} {w1, w4} {w2, w3} {w4, w5}

{w3,w4,w5}

{w1} {w3} {w4} {w5}

{w1, w2} {w1, w5} {w2, w4} {w2, w5} {w3, w5}

{w1,w2,w3} {w1,w2,w4} {w1,w2,w5} {w1,w3,w4} {w1,w3,w5} {w1,w4,w5} {w2,w3,w4} {w2,w3,w5} {w2,w4,w5}

{w1, w2, w3, w4} {w1, w2, w3, w5} {w1, w2, w4, w5} {w1, w3, w4, w5} {w2, w3, w4, w5}

{w1, w2, w3, w4, w5}

}

{w3, w4}
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Apriori Step 3 ` = 250 380 results

underflowing

overflowing

{ 

{w2}

{w1, w3} {w1, w4} {w2, w3} {w4, w5}

{w3,w4,w5}

{w1} {w3} {w4} {w5}

{w1, w2} {w1, w5} {w2, w4} {w2, w5} {w3, w5}

{w1,w2,w3} {w1,w2,w4} {w1,w2,w5} {w1,w3,w4} {w1,w3,w5} {w1,w4,w5} {w2,w3,w4} {w2,w3,w5} {w2,w4,w5}

{w1, w2, w3, w4} {w1, w2, w3, w5} {w1, w2, w4, w5} {w1, w3, w4, w5} {w2, w3, w4, w5}

{w1, w2, w3, w4, w5}

}

{w3, w4}
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Apriori Step 4 ` = 375 940 results

underflowing

overflowing

{ 

{w2}

{w1, w3} {w1, w4} {w2, w3} {w4, w5}

{w3,w4,w5}

{w1} {w3} {w4} {w5}

{w1, w2} {w1, w5} {w2, w4} {w2, w5} {w3, w5}

{w1,w2,w3} {w1,w2,w4} {w1,w2,w5} {w1,w3,w4} {w1,w3,w5} {w1,w4,w5} {w2,w3,w4} {w2,w3,w5} {w2,w4,w5}

{w1, w2, w3, w4} {w1, w2, w3, w5} {w1, w2, w4, w5} {w1, w3, w4, w5} {w2, w3, w4, w5}

{w1, w2, w3, w4, w5}

}

{w3, w4}
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Baseline’s Analysis

Major drawback

All intermediate queries submitted. → Bad run time!

Idea

Estimate the result list length before query submission.
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The improved heuristic

Apriori + estimation
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Co-occurrences for estimation

Estimate: "information retrieval" "query formulation" + "web search"

Known: "information retrieval" "query formulation" 87 100 results

"information retrieval" + "web search" 16 % remain

"query formulation" + "web search" 22 % remain

Our estimation scheme: avg(16 % , 22 %) = 19 %

87 100 · 0.19 = 16 500 results

Control: 35 700 results

Observation

Our scheme usually underestimates the real result list length.
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What about performance?
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Experimental setup

Corpus

257 pairs of two versions of papers

10 keywords from more mature version

System

Bing API as search engine

Set k = 1000
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Baseline vs. heuristic

Number of keywords 4 6 8 10

complete query overflows 207 146 102 81
Q computation possible 50 111 155 176

Avg. queries submitted
heuristic 6.69 13.30 32.58 95.86
baseline 10.65 34.60 106.19 302.87
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Baseline vs. heuristic

1 2 3 4 5 6 7 8 9 10

Extracted keywords

A
ve

ra
ge

 r
at

io
 o

f s
ub

m
itt

ed
 q

ue
rie

s

0.5

0.6

0.7

0.8

1.1

1.0

0.9

0.4

0.2

0.3

Baseline

Heuristic

Matthias Hagen, Benno Stein Candidate Document Retrieval for Web-scale Text Reuse Detection 26



What about the candidate document quality?
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Candidates’ similarity to original document

Approach
Heuristic Frequent Rare Random

10 most similar doc’s 0.55 0.55 0.56 0.56
100 most similar doc’s 0.39 0.37 0.35 0.29

all retrieved doc’s 0.29 0.25 0.22 0.21
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Almost the end: The take-away messages!
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What we have done

Results

Candidate document retrieval

not just one query
set of queries → capacity

Co-occurrence informed heuristic

Good quality candidates

Future work

Which approach actually
finds more text reuse?

Thank you
,
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