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Success Story of Machine Learning
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● Highly experiment-driven development

[1]

● Goal: obtain ML model with a desired quality

● Hyperparameter Tuning significantly affects the 

quality
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State of Hyperparameter Tuning Research

Papers about tuning:

Source: DBLP
Time: 2015-2021
Keywords: hyperparameter importance, 
hyperparameter tuning, and hyperparameter 
optimization

Observation:
7-fold increase in number of papers about a 
hyperparameter approach

Not a single paper about whether and how 
hyperparameter are used and tuned at all
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RQ2

RQ1

RQ1 Which, how, and to what extent are ML methods 
configured w.r.t. their hyperparameter settings? RQ2 How are hyperparameter configurations reported 

in the accompanied paper?
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RQ2

RQ1

RQ1 Which, how, and to what extent are ML methods 
configured w.r.t. their hyperparameter settings? RQ2 How are hyperparameter configurations reported 

in the accompanied paper?
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Table: Top 5 most used ML methods per Library with 
their call and parameter statistics. (* without mandatory 
parameters)

How often are hyperparameters actually 
configured in the analyzed libraries? 

Observation: 

Only a few hyperparameter of ML methods 
are set, while the majority remain untouched. 
Consequently, most hyperparameters retain 
their default values.

Results RQ1: Configuration 
of ML Methods
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Are hyperparameters configured dynamically 
or set with a constant value?

Observation: 

Hyperparameters are set by a large fraction 
with a constant value, ranging from 42 % up to 
69 % depending on the framework. It is 
unclear how these values have been obtained.

Table: Distribution of Python AST-Types passed as 
hyperparameters to ML methods.

Results RQ1: Configuration 
of ML Methods
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How many papers report hyperparameter 
tuning per research field? 

Observation: 

Regardless the research field, most papers do 
not explicitly report hyperparameter tuning.

Results RQ2: Reporting of 
Hyperparameter Configurations

Table: Number of research papers of ML field that 
reported and did not reported hyperparameter tuning.
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From papers that report tuning, what tuning 
technique did they use?

Observation: 

281 (55 %) papers did not mention a concrete 
tuning technique. Remaining papers mainly use 
conservative techniques:

- 133 grid search 
- 53 manual tuning
- 20 random search 
- 20 Bayesian optimization 

Table: Number of research papers of ML field that 
reported and did not reported hyperparameter tuning.
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Summary

Striking difference between research on and research with hyperparameter tuning. 
Lack of experimentation and reporting practices.
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Tune your hyperparameters
(with modern techniques)

Track the (meta-) data of your 
experiments (e.g., metrics, artifacts, 
parameters)

Report the final values and the 
tuning procedure

If you compare your approach against 
others, optimize them as well if 
possible
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Table: Top 10 most commonly used methods per 
Library with their call and parameter statistics.

What are the most commonly used methods 
of these ML libraries? 

Observation: 
Most commonly used methods are neural 
network building block provided by PyTorch 
and TensorFlow. Only few methods from 
scikit-learn are ML and experimental methods.

Results RQ1: Configuration 
of ML Methods
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Hyperparameter Usage in Code Repositories
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Observation: 
Configuration settings of ML methods do not receive the attention they actually need. Only a few of the 
available hyperparameters are set across all libraries, while the majority remain untouched. 

Table: Statistics on hyperparameter usage in code repositories where the associated research paper 
reported hyperparameter tuning sorted by year.



Exploring Hyperparameter Usage and Tuning in Machine Learning Research

Results RQ2: Reporting of 
Hyperparameter Configurations

16

From papers that report tuning, what was their tuning 
technique?

Observation: 
281 (55 %) papers did not mention a concrete tuning technique. 
Remaining papers mainly use conservative techniques:

- 133 grid search 
- 53 manual tuning
- 20 random search 
- 20 Bayesian optimization 

Answer RQ2: We found a stark discrepancy between applying hyperparameter tuning and 
reporting it. Overall, tuning seems to be not a common practice and it often remains 
unclear how parameter values have been obtained, hampering reproducibility of results.
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Are hyperparameters configured dynamically 
or set with a constant value?

Observation: 
Hyperparameters are set by a large fraction 
with a constant value, ranging from 42 % up to 
69 % depending on the framework. It is 
unclear how these values have been obtained. Table: Distribution of Python AST-Types passed as 

hyperparameters to ML methods.

Answer RQ1: Only a fraction of available tuning parameters are actually set. 
Most retain their default values. If hyperparameters are set, the majority are 
constant values without the possibility for tracking and automated tuning. 

Results RQ1: Configuration 
of ML Methods
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Success Story of Machine Learning

18

Experiment-driven development enables evaluation of:
- modeling techniques
- ML configuration
- data slices

[1]

Hyperparameter Tuning significantly affects:
- accuracy
- robustness
- reliability
- generalizability
- …
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Summary: RQ1 and RQ2 

Observations:

Only a few hyperparameters are set, 
while the majority remains untouched. 

If hyperparameters are set, most of them 
are constant values. 

Across all years, about 75% of papers do 
not report hyperparameter tuning, only 
about 50% of papers state chosen values.

Hyperparameter tunings seems to be not a 
common practice.

Striking difference between research on and research with hyperparameter tuning
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Summary

Striking difference between research on and research with hyperparameter tuning


