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❏ In scientific papers, a claim is typically 
supported by citing related work.

❏ Readers may not know how a related work 
supports the claim.

❏ Looking up a citation is a context switch 
which negatively affects the reading flow.

❏ Generating an informative summary of 
cited related work would help.
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informative summary conditioned on a given sentence containing the citation of a 
reference (a so-called "citance") that outlines the content of the cited paper relevant to the 
citation location.
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Related Work: Limitations of Existing Summary Types

❏ TL;DR summaries mention only the key contribution.

❏ Abstracts are incomplete and/or biased towards specific contents.

❏ Highlighting by rhetorical role does not eliminate referencing the cited paper.

❏ Citation spans may be misinterpreted by the citing authors. 

❏ Aggregating citation sentences from subsequent papers results in an 

extractive summary which may be incoherent.

➜ Independent of the citation context as papers are often cited multiple times;

different contexts have the same summary.
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Citance-Contextualized Summarization

❏ Is a form of aspect-oriented summarization.

❏ Respects the current citation context of a paper.

❏ Enables multiple summaries for the same paper if cited in different contexts.

❏ Provides a better reading experience.
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Q

Citance-Contextualized Summarization

Completely unsupervised & modular pipeline



Context Formulation and Content Retrieval

❏ Given a citation in the source paper we compose three types of context:
❏ citance: the citation sentence itself

❏ neighbors: citance and its immediate neighbors

❏ similar: citance and the top-2 semantically similar sentences

❏ These contexts are used as queries to fetch relevant content from the cited paper.

❏ Additionally, we also experimented with only keywords of the contexts as queries.

❏ Two types of contents are retrieved from the target paper:
❏ Top-5 sentences (for higher coverage)

❏ Top-2 paragraphs (for higher focus)

❏ We employed BM25 (shallow retrieval) and SciBERT (dense retrieval) for retrieval.
Index Size: 151M sentences, 40M paragraphs
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❏ We used instruction-tuned LLMs for summarizing the retrieved content.
Alpaca 7b, Vicuna 13b, LLaMA-CoT, Falcon Instruct

❏ We paraphrased the top-5 sentences and summarised the top-2 
paragraphs. 

❏ Summaries are no longer than five sentences.

Abstractive Summarization



Dataset: Webis-Context-SciSumm-2023
A large scale dataset for contextualized summarization of scientific papers

❏ Derived from the S2ORC corpus (Lo et al., 2019) of 12M papers with full text.

❏ We focused on the subset of 870K computer science papers.

❏ 540K papers contain citations to other papers.
(346K papers have multiple citations to the same target paper)

❏ Extracted 4.6M citation sentences from all sections of the papers.

❏ Given a citance context, we retrieved the top 5 sentences and top 2 paragraphs 
from the cited paper.
<citation context, top-5 sentences, top-2 paragraphs>

❏ Summarized the retrieved content using 4 prompt-based LLMs.
(Due to resource constraints the released dataset has summaries for only 25K examples from the best 
models as per our manual evaluation)



Evaluation: Content Retrieval

❏ We have 12 retrieval scenarios in total.
(3 contexts + 3 contexts-to-keywords) X 2 IR models

❏ Based on 10 random citances we retrieved the 
top-5 sentences per scenario: 600 sentences to 
be judged for relevance.

❏ One of the authors assessed relevance on a 
3-point scale: “relevant”, “somewhat relevant”, 
and “non-relevant”
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SciBERT> were chosen for the summarization 
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Evaluation: Summarization

❏ Randomly sampled 15 papers from ACL anthology (2016-2020)

❏ 363 citances in total from which 25 citances were randomly sampled.

❏ Retrieved 100 documents in total based on the best <context, IR model> from 
previous evaluation (a document is either the top-5 sentences or top-2 paragraphs)

❏ 25 citances ➔ <similar, BM25> ➔ top-5 sentences, top-2 paragraphs

❏ 25 citances ➔ <citance, SciBERT> ➔  top-5 sentences, top-2 paragraphs

❏ These 100 documents were paraphrased/summarized using GPT4 (zero shot).

❏ Each summary was manually checked for faithfulness and corrected if necessary. This 
forms our ground truth for automatic and manual evaluation.



Evaluation: Summarization (quantitative)

❏ Each of the 100 retrieved documents was 
paraphrased/summarized using four models: Alpaca 7b, Vicuna 
13b, LLaMA-CoT, Falcon Instruct. 

❏ We used ROUGE and BERTScore for automatic evaluation.



Evaluation: Summarization (quantitative)

❏ Each of the 100 retrieved documents was 
paraphrased/summarized using four models: Alpaca 7b, Vicuna 
13b, LLaMA-CoT, Falcon Instruct. 

❏ We used ROUGE and BERTScore for automatic evaluation.

❏ We chose the best setting from each summary type for manual 
evaluation:

❏ Vicuna performed best for summarizing top-2 paragraphs 

❏ LLaMA-CoT performed best for paraphrasing top-5 
sentences



Evaluation: Summarization (qualitative)

❏ For human evaluation, we asked 3 domain experts to assess the “usefulness” 
of the contextualized summaries according to their coverage and focus.

❏ We employed a 5-point Likert-scale (worst to best).

❏ Coverage: “how well the summary captures essential information from the 
cited paper that is relevant to the current citance?”

❏ Focus: “how coherent is the summary?”

❏ A total of 125 summaries were manually evaluated.
25 citances, 5 summaries (Vicuna top-2 paragraphs, LLaMA-CoT top-5 sentences, Abstract, GPT4 top-2 paragraphs, 
GPT4 top-5 sentences) 
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❏ Abstract had the highest coverage and focus.

❏ Vicuna had slightly better coverage than 
GPT4, while the latter had better focus.

❏ Summarizing top-2 relevant paragraphs from 
the cited paper was better than paraphrasing 
the top-5 relevant sentences (for both 
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❏ Abstract had the highest coverage and focus.

❏ Vicuna had slightly better coverage than 
GPT4, while the latter had better focus.

❏ Summarizing top-2 relevant paragraphs from 
the cited paper was better than paraphrasing 
the top-5 relevant sentences (for both 
coverage and focus).

❏ Results are mostly consistent with those from 
G-Eval which employs LLMs with chain of 
thought reasoning to automatically score the 
relevance, coverage, and focus.



Post-evaluation Survey

❏ While the abstract performed best, we discussed the possible strengths of our 
summaries with the annotators as a post evaluation survey.

❏ All annotators mentioned that in situations where the citance was ambiguous 
or not self-contained, contextualized summaries were better than abstracts.
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❏ While the abstract performed best, we discussed the possible strengths of our 
summaries with the annotators as a post evaluation survey.

❏ All annotators mentioned that in situations where the citance was ambiguous 
or not self-contained, contextualized summaries were better than abstracts.

Note for Future Work: The sampled citances for evaluation should have been 
annotated for ambiguity/self-containment and the results grouped accordingly. 
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❏ We presented a modular unsupervised approach to contextualized 
summarization of scientific papers.

❏ We created Webis Context SciSumm 2023, a large-scale dataset suited for 
citance-contextualized summarization.

❏ Evaluation shows that our summaries are better for understanding ambiguous 
citation contexts compared to the abstract.

❏ Future work: fine-grained analysis of citations and their contexts, leveraging 
argumentation zones for targeted retrieval, evaluation on a larger scale with 
more participants, developing better reading interfaces empowered by 
contextualized summarization.
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Thanks for listening!


