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Too much information. 

Not enough meaning.  Need to act fast.

 What should we remember? 

We reduce events and lists 
to their key elements 

We discard specifics 
to form generalities 

We edit and reinforce some 
memories after the fact 

We favor simple-looking options 
and complete information over 
complex, ambiguous options  

To avoid mistakes, we aim to 
preserve autonomy and 
group status, and avoid 
irreversible decisions   

To get things done, we tend 
to complete things we've 

invested time and energy in  

To stay focused, we favor the 
immediate, relatable thing in 

front of us  

To act, we must be confident we 
can make an impact and feel what 

we do is important  

We think we know what 
other people are thinking 

We project our current mindset and 
assumptions onto the past and future 

We simplify probabilities and numbers 
to make them easier to think about 

We imagine things and people we're 
familiar with or fond of as better 

We fill in characteristics from 
stereotypes, generalities, 

and prior histories  

We tend to find stories 
and patterns even when 
looking at sparse data 

We notice flaws in others 
more easily than we 

notice flaws in ourselves 

We are drawn to details that 
confirm our own existing beliefs 

We notice when 
something has changed

Bizarre, funny, visually striking, or 
anthropomorphic things stick out more 

than non-bizarre/unfunny things

We notice things already primed in 
memory or repeated often 

We store memories differently based on 
how they were experienced 
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A Short History of Search Engines



Information Retrieval in a Nutshell

❑ A vague request.
Expression of a complex information need: a question, or just a few keywords.

❑ Billions of documents.
Text, images, audio files, videos, . . .

❑ High class imbalance.
Only a tiny fraction of all documents are relevant to the request.

➜ Retrieve relevant documents in milliseconds.

How can a computer's
intelligence be tested?
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Web Search Architecture

Indexing
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❑ crawling
❑ plain text conversion
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Document
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❑ index terms
❑ meta data
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en.wikipedia.org › wiki › Query
Query - Wikipedia
In general, a query is a form of
questioning, in a line of inquiry.

dictionary.com › browse › query
Query | Dictionary.com
to ask or inquire about: No one
queried his presence.
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Relevance
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Neural
Indexing

Neural
Index

Direct
answer
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ChatNoir
A query is a statement or question that is
put to someone or something in order to
elicit information or receive an answer [1].
It can also be used to retrieve information
from a database [2].

[1] Merriam Webster
[2] Wikipedia

Define query.

AI infor-
mation
needs
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A statistical language model
is a probability distribution over all possible texts.
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A Short History of Language Models
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Statistical
machine translation

A statistical language model
is a probability distribution over all possible texts.

Illustration:

(1) i love my ?

(2) see ... works.
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A Short History of Language Models

1950 1980 1990 2015 2030

Rule-based
machine translation

Example-
based

machine
translation

Statistical
machine translation

Neural
machine translation

Neural
machine translation

Neural machine translation

• recurrent neural networks, RNN
• transformer ➝ attention, positional encoding
• pre-training ➝ BERT, GPT
• reinforcement learning from human feedback

A neural language model
approximates a statistical language model.
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Training Corpora Sources

Wikipedia 11GB Books 21GB
Journals 101GB Reddit 50GB
Common Crawl 570GB

Parameters

175,000,000,000

(175 · 109)

Computing / Training

• 355 years on a single Tesla V100 GPU.
• ≈ 34 days on 1,024 x A100 GPUs.
• $4.6M costs a single training run.

|
y |

GPT-3 [Jun. 2020]
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GPT-3 [Jun. 2020]

↓
y ↓

World Knowledge
What city is in the
northwest corner of Ohio?

Toledo is in the north-
west corner of Ohio.

Common Sense
Why don’t animals have
three legs?

Animals don’t have three
legs because they would
fall over.

Logical Reasoning
If I put a pencil in a box,
then put another pencil in
the box, what is in the
box?

Two pencils.
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Logical Reasoning
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then put another pencil in
the box, what is in the
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Two pencils.

+ Learn to follow instructions and to comply with answer policies.
(1) Fine-tuning of GPT-3 to follow instructions: 13,000 popular prompts with hand-written answers.
(2) Training of a reward model: 33,000 prompts with 4-9 answers, ranked from best to worse.
(3) Training of the fine-tuned GPT-3 model from Step (1) to follow the reward policy.

↓
GPT-3.5 (InstructGPT) [Jan. 2022]
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(3) Training of the fine-tuned GPT-3 model from Step (1) to follow the reward policy.

↓
GPT-3.5 (InstructGPT) [Jan. 2022]

+ Fine-tuning of GPT-3.5 to comply with even stricter guardrails.

↓
ChatGPT [Nov. 2022]
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Retrieval-Augmented Generation

How to satisfy an information need:

Query Query

➜ Convenient, but uncertain veracity

➜

Authoritative, but tedious to analyze
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Retrieval-Augmented Generation

How to satisfy an information need:

Query Query

➜ Convenient, but uncertain veracity

➜

Authoritative, but tedious to analyze

The dilemma of the direct answer: [Potthast et al., 2020]

A user’s choice between convenience and diligence
when using an information retrieval system.
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Retrieval-Augmented Generation

How to satisfy an information need:

Query Query

➜ Convenient, but uncertain veracity

➜

Authoritative, but tedious to analyze
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Retrieval-Augmented Generation

How to satisfy an information need:

Query

[1]
[2]
[3]
[4]

[1]

[2]

[3]

[4]

Query
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Retrieval-Augmented Generation

Generative retrieval

Generation-augmented
retrieval, GAR

Retrieval-augmented
generation, RAG

Attention-level RAG
Prompt-level RAG

Indexing-time GAR
Query-time GAR
Evaluation-time GAR
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Retrieval-Augmented Generation

Generative retrieval

Generation-augmented
retrieval, GAR

Retrieval-augmented
generation, RAG

Attention-level RAG
Prompt-level RAG

Indexing-time GAR
Query-time GAR
Evaluation-time GAR

Indexing

Retrieval

Storage

Fine-tuning

Acquisition
❑ crawling
❑ plain text conversion
❑ encoding unification

Document
store

Text analysis
❑ index terms
❑ meta data
❑ classification

d
Indexing
❑ term weighting
❑ doc. embedding
❑ collection statistics t1

t2

t3

d

Index

query

Query
analysis q

Retrieval
model

Query
processing

d1
d2
d3...

7.9
6.8
6.2...

Snippet
generation

en.wikipedia.org › wiki › Query
Query - Wikipedia
In general, a query is a form of
questioning, in a line of inquiry.

dictionary.com › browse › query
Query | Dictionary.com
to ask or inquire about: No one
queried his presence.

Log
queries, clicks,

dwell times

Query
synthesis

query meaning
query definition
query string...

q

Language
model

Relevance
inference

Re-ranking

Pre-training

Neural
Indexing

Neural
Index

Direct
answer

Self-training

Neural
Retrieval

ChatNoir
A query is a statement or question that is
put to someone or something in order to
elicit information or receive an answer [1].
It can also be used to retrieve information
from a database [2].

[1] Merriam Webster
[2] Wikipedia

Define query.

AI infor-
mation
needs
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Generative retrieval

Generation-augmented
retrieval, GAR

Retrieval-augmented
generation, RAG

Attention-level RAG
Prompt-level RAG

Indexing-time GAR
Query-time GAR
Evaluation-time GAR

Indexing

Retrieval

Storage

Fine-tuning

Acquisition
❑ crawling
❑ plain text conversion
❑ encoding unification

Document
store

Text analysis
❑ index terms
❑ meta data
❑ classification

d
Indexing
❑ term weighting
❑ doc. embedding
❑ collection statistics t1

t2

t3

d

Index

query

Query
analysis q

Retrieval
model

Query
processing

d1
d2
d3...

7.9
6.8
6.2...

Snippet
generation

en.wikipedia.org › wiki › Query
Query - Wikipedia
In general, a query is a form of
questioning, in a line of inquiry.

dictionary.com › browse › query
Query | Dictionary.com
to ask or inquire about: No one
queried his presence.

Log
queries, clicks,

dwell times

Query
synthesis

query meaning
query definition
query string...

q

Language
model

Relevance
inference

Re-ranking

Pre-training

Neural
Indexing

Neural
Index

Direct
answer

Self-training

Neural
Retrieval

ChatNoir
A query is a statement or question that is
put to someone or something in order to
elicit information or receive an answer [1].
It can also be used to retrieve information
from a database [2].

[1] Merriam Webster
[2] Wikipedia

Define query.

AI infor-
mation
needs

Attention-level RAG: [Lewis et al., 2020]

❑ Neural retrieval of document
embeddings at query time

❑ Attention to retrieved document
embeddings during text generation

❑ End-ot-end tuning of generator and
retriever at training time
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Retrieval-Augmented Generation

Prompt-level RAG combines existing systems:

DocumentsQueries ��

35 △ © WEBIS 2024



Retrieval-Augmented Generation

Prompt-level RAG combines existing systems:

DocumentsQueries ��

¨(�)Retrieval model

Indexing and
learning to rank
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Retrieval-Augmented Generation

Prompt-level RAG combines existing systems:

DocumentsQueries ��

¨(�)Retrieval model

Indexing and
learning to rank

°(�) Language model

Training
and alignment
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Retrieval-Augmented Generation

Prompt-level RAG combines existing systems:

DocumentsQueries ��

¨(�)Retrieval model

Indexing and
learning to rank

°(�) Language model

Training
and alignment

°(¨(�))Retrieval then
generation

Combination

38 △ © WEBIS 2024



Retrieval-Augmented Generation

Prompt-level RAG combines existing systems:

DocumentsQueries ��

¨(�)Retrieval model

Indexing and
learning to rank

°(�) Language model

Training
and alignment

°(¨(�))Retrieval then
generation

Combination

¨(°(�)) Generation
then retrieval

Combination

Generative retrieval
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Retrieval-Augmented Generation

What are quality criteria?

Utility

Clarity Content
Language

Correctness Topical
Factual

Consistency External
Internal

Coverage Deep
Broad

Coherence Logical
Stylistic

Response
level

Statement
level

Retrieval Grounding Presentation

Is strucutre adequate?
Is the style uniform?

Is diversity captured?
Are details captured?

Are citations correct?
Are there contradictions?

Are statements verifiable?
Are statements on topic?
Is the language accessible?
Is the language on point?

❑ A manual judgment of generated answers is necessary.

❑ Manual assessments may be streamlined using LLMs. [Faggioli et al., 2023]

❑ Judgments from past evaluations can be reused as points of comparison.

❑ For systems in use, A/B tests are a viable alternative.
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➃
The Infinite Index



The Library of Babel
[Jorge Luis Borges, 1941]

https://sites.evergreen.edu/politicalshakespeares/wp-content/uploads/sites/226/2015/12/Borges-The-Library-of-Babel.pdf


The Library of Babel
[Jorge Luis Borges, 1941]

❑ Infinite library with all possible texts from all letter combinations

❑ The people in it spend their lives searching for meaningful text fragments
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The Library of Babel
[Jorge Luis Borges, 1941]

❑ Infinite library with all possible texts from all letter combinations

❑ The people in it spend their lives searching for meaningful text fragments

❑ When prompted, a language model “retrieves” a relevant text [Deckers et al., 2023]:

A language model is an infinite index
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The Infinite Index

Query 1:

Golden treehouse in lush forest with big
glass window and intricate woodwork.

Query 2:

Big treehouse in rain forest with two
floors, green roof, and spiral staircase.
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The Infinite Index

Query 1:

Golden treehouse in lush forest with big
glass window and intricate woodwork.

Query 2:

Big treehouse in rain forest with two
floors, green roof, and spiral staircase.
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The Infinite Index

Query 1:

Golden treehouse in lush forest with big
glass window and intricate woodwork.

Query 2:

Big treehouse in rain forest with two
floors, green roof, and spiral staircase.

� ∞ �
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The Infinite Index

Query 1:

Golden treehouse in lush forest with big
glass window and intricate woodwork.

Query 2:

Big treehouse in rain forest with two
floors, green roof, and spiral staircase.

; ;

�◦ �
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The Infinite Index

Query 1:

Golden treehouse in lush forest with big
glass window and intricate woodwork.

Query 2:

Big treehouse in rain forest with two
floors, green roof, and spiral staircase.

; ;

�◦ �
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The Infinite Index

Query 1:

Golden treehouse in lush forest with big
glass window and intricate woodwork.

Query 2:

Big treehouse in rain forest with two
floors, green roof, and spiral staircase.

; ;

� ◦ �
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The Infinite Index

Query 1:

Golden treehouse in lush forest with big
glass window and intricate woodwork.

Query 2:

Big treehouse in rain forest with two
floors, green roof, and spiral staircase.

; ;

� ◦ �
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Query 1:

Golden treehouse in lush forest with big
glass window and intricate woodwork.

Query 2:

Big treehouse in rain forest with two
floors, green roof, and spiral staircase.

; ;

� ◦ �
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Query 1:
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glass window and intricate woodwork.

Query 2:

Big treehouse in rain forest with two
floors, green roof, and spiral staircase.

; ;

� ◦ �

53 △ © WEBIS 2024



The Infinite Index

Query 1:

Golden treehouse in lush forest with big
glass window and intricate woodwork.

Query 2:

Big treehouse in rain forest with two
floors, green roof, and spiral staircase.

; ;

� ◦ �
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The Infinite Index

Query 1:

Golden treehouse in lush forest with big
glass window and intricate woodwork.

Query 2:

Big treehouse in rain forest with two
floors, green roof, and spiral staircase.

; ;
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Query 1:

Golden treehouse in lush forest with big
glass window and intricate woodwork.

Query 2:

Big treehouse in rain forest with two
floors, green roof, and spiral staircase.

; ;

� ◦ �

56 △ © WEBIS 2024



The Infinite Index

Query 1:

Golden treehouse in lush forest with big
glass window and intricate woodwork.

Query 2:
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Query 1:

Golden treehouse in lush forest with big
glass window and intricate woodwork.

Query 2:

Big treehouse in rain forest with two
floors, green roof, and spiral staircase.
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The Infinite Index

Query 1:
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glass window and intricate woodwork.

Query 2:
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➄
On Biases



LLMs
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LLMsSearch

Query

[1]
[2]
[3]
[4]

[1]

[2]

[3]

[4]

Question

+
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Query
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[2]
[3]
[4]

[1]

[2]

[3]

[4]

Question

+ ⟹ ?Biases
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Statistical bias
Inductive bias

Cognitive biasBias in algorithms

Bias in data
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Generation effectLoss aversionIKEA effectUnit biasZero–risk biasDisposition effectPseudocertainty effectProcessing difficulty effect

Endowment effect
Backfire effect

System justification

Reverse psychology
Reactance

Decoy effect

Social comparison effect

Status quo bias

Ambiguity bias

Information bias

Belief bias

Rhyme–as–reason effect

Bike–shedding effect

Law of Triviality
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Occam's razor
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Misattribution of memory

Source confusion
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Implicit association
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N
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enon

Too much information. 

Not enough meaning.  Need to act fast.

 What should we remember? 

We reduce events and lists 
to their key elements 

We discard specifics 
to form generalities 

We edit and reinforce some 
memories after the fact 

We favor simple-looking options 
and complete information over 
complex, ambiguous options  

To avoid mistakes, we aim to 
preserve autonomy and 
group status, and avoid 
irreversible decisions   

To get things done, we tend 
to complete things we've 

invested time and energy in  

To stay focused, we favor the 
immediate, relatable thing in 

front of us  

To act, we must be confident we 
can make an impact and feel what 

we do is important  

We think we know what 
other people are thinking 

We project our current mindset and 
assumptions onto the past and future 

We simplify probabilities and numbers 
to make them easier to think about 

We imagine things and people we're 
familiar with or fond of as better 

We fill in characteristics from 
stereotypes, generalities, 

and prior histories  

We tend to find stories 
and patterns even when 
looking at sparse data 

We notice flaws in others 
more easily than we 

notice flaws in ourselves 

We are drawn to details that 
confirm our own existing beliefs 

We notice when 
something has changed

Bizarre, funny, visually striking, or 
anthropomorphic things stick out more 

than non-bizarre/unfunny things

We notice things already primed in 
memory or repeated often 

We store memories differently based on 
how they were experienced 

Statistical bias
Inductive bias

Cognitive biasBias in algorithms

Bias in data
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Reverse psychology
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Too much information. 

Not enough meaning.  Need to act fast.

 What should we remember? 

We reduce events and lists 
to their key elements 

We discard specifics 
to form generalities 

We edit and reinforce some 
memories after the fact 

We favor simple-looking options 
and complete information over 
complex, ambiguous options  

To avoid mistakes, we aim to 
preserve autonomy and 
group status, and avoid 
irreversible decisions   

To get things done, we tend 
to complete things we've 

invested time and energy in  

To stay focused, we favor the 
immediate, relatable thing in 

front of us  

To act, we must be confident we 
can make an impact and feel what 

we do is important  

We think we know what 
other people are thinking 

We project our current mindset and 
assumptions onto the past and future 

We simplify probabilities and numbers 
to make them easier to think about 

We imagine things and people we're 
familiar with or fond of as better 

We fill in characteristics from 
stereotypes, generalities, 

and prior histories  

We tend to find stories 
and patterns even when 
looking at sparse data 

We notice flaws in others 
more easily than we 

notice flaws in ourselves 

We are drawn to details that 
confirm our own existing beliefs 

We notice when 
something has changed

Bizarre, funny, visually striking, or 
anthropomorphic things stick out more 

than non-bizarre/unfunny things

We notice things already primed in 
memory or repeated often 

We store memories differently based on 
how they were experienced 

Confirm
ation bias

Statistical bias
Inductive bias

Cognitive biasBias in algorithms

Bias in data
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Too much information. 

Not enough meaning.  Need to act fast.

 What should we remember? 

We reduce events and lists 
to their key elements 

We discard specifics 
to form generalities 

We edit and reinforce some 
memories after the fact 

We favor simple-looking options 
and complete information over 
complex, ambiguous options  

To avoid mistakes, we aim to 
preserve autonomy and 
group status, and avoid 
irreversible decisions   

To get things done, we tend 
to complete things we've 

invested time and energy in  

To stay focused, we favor the 
immediate, relatable thing in 

front of us  

To act, we must be confident we 
can make an impact and feel what 

we do is important  

We think we know what 
other people are thinking 

We project our current mindset and 
assumptions onto the past and future 

We simplify probabilities and numbers 
to make them easier to think about 

We imagine things and people we're 
familiar with or fond of as better 

We fill in characteristics from 
stereotypes, generalities, 

and prior histories  

We tend to find stories 
and patterns even when 
looking at sparse data 

We notice flaws in others 
more easily than we 

notice flaws in ourselves 

We are drawn to details that 
confirm our own existing beliefs 

We notice when 
something has changed

Bizarre, funny, visually striking, or 
anthropomorphic things stick out more 

than non-bizarre/unfunny things

We notice things already primed in 
memory or repeated often 

We store memories differently based on 
how they were experienced 

Hi
nd
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s

Statistical bias
Inductive bias

Cognitive biasBias in algorithms

Bias in data
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Too much information. 

Not enough meaning.  Need to act fast.

 What should we remember? 

We reduce events and lists 
to their key elements 

We discard specifics 
to form generalities 

We edit and reinforce some 
memories after the fact 

We favor simple-looking options 
and complete information over 
complex, ambiguous options  

To avoid mistakes, we aim to 
preserve autonomy and 
group status, and avoid 
irreversible decisions   

To get things done, we tend 
to complete things we've 

invested time and energy in  

To stay focused, we favor the 
immediate, relatable thing in 

front of us  

To act, we must be confident we 
can make an impact and feel what 

we do is important  

We think we know what 
other people are thinking 

We project our current mindset and 
assumptions onto the past and future 

We simplify probabilities and numbers 
to make them easier to think about 

We imagine things and people we're 
familiar with or fond of as better 

We fill in characteristics from 
stereotypes, generalities, 

and prior histories  

We tend to find stories 
and patterns even when 
looking at sparse data 

We notice flaws in others 
more easily than we 

notice flaws in ourselves 

We are drawn to details that 
confirm our own existing beliefs 

We notice when 
something has changed

Bizarre, funny, visually striking, or 
anthropomorphic things stick out more 

than non-bizarre/unfunny things

We notice things already primed in 
memory or repeated often 

We store memories differently based on 
how they were experienced 

Fram
ing

 ef
fec

t

Statistical bias
Inductive bias

Cognitive biasBias in algorithms

Bias in data
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Post–
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ase rationaliza
tion

Choice–supportiv
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Selective perception

Observer–expectancy effect

Experimenter's bias

Observer effect

Expectation bias

Ostrich effect

Subjective validation

Continued influence effect

Semmelweis reflex

Bias blind spot

Naïve cynicism

Naïve realism

Confabulation

Clustering illusion

Insensitivity to sample size

Neglect of probability
Anecdotal fallacy
Illusion of validity
Masked–man fallacyRecency illusionGambler's fallacyHot–hand fallacyIllusory correlationPareidoliaAnthropomorphismGroup attribution error

Ultimate attribution error

StereotypingEssentialism
Functional fixedness

Moral credential effect

Just–world hypothesis

Argument from fallacy

Authority bias

Automation bias

Bandwagon effect

Placebo effect
Out–group homogeneity bias

Cross–race effect

In–group favoritism

Halo effect

Cheerleader effect

Positivity effect

Not invented here

Reactive devaluation

W
ell–traveled road effect

Mental accounting

Appeal to probability fallacy

Norm
alcy bias

M
urphy's Law

Zero sum
 bias

Survivorship bias

Subadditivity effect
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The m
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Risk 
compensation

Peltzman effect

Hyperbolic discounting

Appeal to novelty

Identifiable victim effectSunk cost fallacy

Irrational escalation

Escalation of commitment
Generation effectLoss aversionIKEA effectUnit biasZero–risk biasDisposition effectPseudocertainty effectProcessing difficulty effect

Endowment effect
Backfire effect

System justification

Reverse psychology
Reactance

Decoy effect

Social comparison effect

Status quo bias

Ambiguity bias

Information bias

Belief bias

Rhyme–as–reason effect

Bike–shedding effect

Law of Triviality

Conjunction fallacy

Occam's razor

Less–is–better effect

Misattribution of memory

Source confusion

Cryptomnesia

False memory

Suggestibility

Spacing effect

Implicit association

Implicit stereotypes

Stereotypical bias
Prejudice

Negativity bias

Fading affect bias
Peak–end rule

Leveling and sharpening

Misinformation effect

Serial recall effect

List–length effect

Duration neglect
M

odality effect

M
em

ory inhibition
Prim

acy effect
Recency effect

Part–set cueing effect
Serial–position effect

Suffix effect
Levels–of–processing effect

Absent–m
indedness

Testing effect
N

ext–in–line effect
G

oogle effect
Tip of the tongue phenom

enon

Too much information. 

Not enough meaning.  Need to act fast.

 What should we remember? 

We reduce events and lists 
to their key elements 

We discard specifics 
to form generalities 

We edit and reinforce some 
memories after the fact 

We favor simple-looking options 
and complete information over 
complex, ambiguous options  

To avoid mistakes, we aim to 
preserve autonomy and 
group status, and avoid 
irreversible decisions   

To get things done, we tend 
to complete things we've 

invested time and energy in  

To stay focused, we favor the 
immediate, relatable thing in 

front of us  

To act, we must be confident we 
can make an impact and feel what 

we do is important  

We think we know what 
other people are thinking 

We project our current mindset and 
assumptions onto the past and future 

We simplify probabilities and numbers 
to make them easier to think about 

We imagine things and people we're 
familiar with or fond of as better 

We fill in characteristics from 
stereotypes, generalities, 

and prior histories  

We tend to find stories 
and patterns even when 
looking at sparse data 

We notice flaws in others 
more easily than we 

notice flaws in ourselves 

We are drawn to details that 
confirm our own existing beliefs 

We notice when 
something has changed

Bizarre, funny, visually striking, or 
anthropomorphic things stick out more 

than non-bizarre/unfunny things

We notice things already primed in 
memory or repeated often 

We store memories differently based on 
how they were experienced 
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Statistical bias
Inductive bias

Cognitive biasBias in algorithms

Bias in data

108 △ © WEBIS 2024



Av
ai

la
bi

lit
y 

he
ur

is
tic

At
te

nt
io

na
l b

ia
s

Ill
us

or
y 

tru
th

 e
ffe

ct
M

er
e–

ex
po

su
re

 e
ffe

ct
Co

nt
ex

t e
ffe

ct
Cu

e–
de

pe
nd

en
t f

or
ge

tti
ng

M
oo

d–
co

ng
ru

en
t m

em
or

y 
bi

as
Fr

eq
ue

nc
y 

illu
sio

n
Ba

ad
er

–M
ei

nh
of

 P
he

no
m

en
on

Em
pa

th
y 

ga
p

O
m

iss
io

n 
bi

as
Ba

se
 ra

te
 fa

lla
cy

Bi
za

rre
ne

ss
 e

ffe
ct

Hu
m

or
 e

ffe
ct

Vo
n 

Re
sto

rff
 e

ffe
ct

Pi
ctu

re
 su

pe
rio

rit
y e

ffe
ct

Se
lf–

re
lev

an
ce

 ef
fec

t

Ne
ga

tiv
ity

 bi
as

An
ch

ori
ng

Con
se

rva
tis

m

Con
tra

st 
eff

ec
t

Dist
inc

tio
n b

ias

Foc
us

ing
 ef

fec
t

Fram
ing

 ef
fec

t

Mon
ey

 illu
sio

n

Web
er–

Fech
ne

r la
w

Confirm
ation bias

Congruence bias

Post–
purch

ase rationaliza
tion

Choice–supportiv
e bias

Selective perception

Observer–expectancy effect

Experimenter's bias

Observer effect

Expectation bias

Ostrich effect

Subjective validation

Continued influence effect

Semmelweis reflex

Bias blind spot

Naïve cynicism

Naïve realism

Confabulation

Clustering illusion

Insensitivity to sample size

Neglect of probability
Anecdotal fallacy
Illusion of validity
Masked–man fallacyRecency illusionGambler's fallacyHot–hand fallacyIllusory correlationPareidoliaAnthropomorphismGroup attribution error

Ultimate attribution error

StereotypingEssentialism
Functional fixedness

Moral credential effect

Just–world hypothesis

Argument from fallacy

Authority bias

Automation bias

Bandwagon effect

Placebo effect
Out–group homogeneity bias

Cross–race effect

In–group favoritism

Halo effect

Cheerleader effect

Positivity effect

Not invented here

Reactive devaluation

W
ell–traveled road effect

Mental accounting

Appeal to probability fallacy

Norm
alcy bias

M
urphy's Law

Zero sum
 bias

Survivorship bias

Subadditivity effect
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ination effect

The m
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Peltzman effect

Hyperbolic discounting

Appeal to novelty

Identifiable victim effectSunk cost fallacy

Irrational escalation

Escalation of commitment
Generation effectLoss aversionIKEA effectUnit biasZero–risk biasDisposition effectPseudocertainty effectProcessing difficulty effect

Endowment effect
Backfire effect

System justification

Reverse psychology
Reactance

Decoy effect

Social comparison effect

Status quo bias

Ambiguity bias

Information bias

Belief bias

Rhyme–as–reason effect

Bike–shedding effect

Law of Triviality

Conjunction fallacy

Occam's razor

Less–is–better effect

Misattribution of memory

Source confusion

Cryptomnesia

False memory

Suggestibility

Spacing effect

Implicit association

Implicit stereotypes

Stereotypical bias
Prejudice

Negativity bias

Fading affect bias
Peak–end rule

Leveling and sharpening

Misinformation effect

Serial recall effect

List–length effect

Duration neglect
M

odality effect

M
em
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Prim

acy effect
Recency effect

Part–set cueing effect
Serial–position effect

Suffix effect
Levels–of–processing effect

Absent–m
indedness

Testing effect
N
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G
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Too much information. 

Not enough meaning.  Need to act fast.

 What should we remember? 

We reduce events and lists 
to their key elements 

We discard specifics 
to form generalities 

We edit and reinforce some 
memories after the fact 

We favor simple-looking options 
and complete information over 
complex, ambiguous options  

To avoid mistakes, we aim to 
preserve autonomy and 
group status, and avoid 
irreversible decisions   

To get things done, we tend 
to complete things we've 

invested time and energy in  

To stay focused, we favor the 
immediate, relatable thing in 

front of us  

To act, we must be confident we 
can make an impact and feel what 

we do is important  

We think we know what 
other people are thinking 

We project our current mindset and 
assumptions onto the past and future 

We simplify probabilities and numbers 
to make them easier to think about 

We imagine things and people we're 
familiar with or fond of as better 

We fill in characteristics from 
stereotypes, generalities, 

and prior histories  

We tend to find stories 
and patterns even when 
looking at sparse data 

We notice flaws in others 
more easily than we 

notice flaws in ourselves 

We are drawn to details that 
confirm our own existing beliefs 

We notice when 
something has changed

Bizarre, funny, visually striking, or 
anthropomorphic things stick out more 

than non-bizarre/unfunny things

We notice things already primed in 
memory or repeated often 

We store memories differently based on 
how they were experienced 

Confirm
ation bias

Query: “Why is a high protein diet the best for losing weight quickly?”
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Balance of Responsibilities in Information Retrieval

More power to the machine?

❑ effectively installed

❑ standardized guardrailing

❑ protection of vulnerable groups

❑ . . .

Empower the user?

❑ raise awareness

❑ support deliberation

❑ demonstrate mechanisms

❑ provide meta information

❑ . . .
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Meanings of Bias
“Bias” has Acquired a Derogatory Definition

A leaning of the mind; inclination; prepossession; propensity towards
an object, not leaving the mind indifferent; as, education gives a bias to
the mind. [Webster’s Dictionary 1913: bias]

An inclination of temperament or outlook especially; a personal and
sometimes unreasoned judgment; prejudice [Merriam-Webster 2022: bias]
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Meanings of Bias
“Bias” has Acquired a Derogatory Definition

A leaning of the mind; inclination; prepossession; propensity towards
an object, not leaving the mind indifferent; as, education gives a bias to
the mind. [Webster’s Dictionary 1913: bias]

An inclination of temperament or outlook especially; a personal and
sometimes unreasoned judgment; prejudice [Merriam-Webster 2022: bias]

Synonyms [Merriam-Webster 2022] :

Bias, Nonobjectivity, Prejudice, One-Sidedness, Tendentiousness

Synonyms [e.g. Kahneman et al. 1982, Gigerenzer et al. 2000, Roberts 2022] :

Heuristic, Rule-of thumb, Cognitive Bias
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Meanings of Bias
Bias: Two Camps of Interpretation

Based on the following (and other) authorities . . .

• H. Simon (1955). A behavioral model of rational choice.

• A. Tversky, D. Kahneman (1974). Judgment under uncertainty: Heuristics and biases.

• D. Kahneman, P. Slovic, A. Tversky (1982). Judgment under uncertainty: Heuristics and biases.

• G. Gigerenzer, P. Todd, ABC Research Group (2000). Simple heuristics that make us smart.

• G. Gigerenzer, R. Hertwig, T. Pachur (2011). Heuristics: The foundation of adaptive behavior.

. . . Cleotilde Gonzalez defines:

Heuristics are the “shortcuts” that humans use to reduce task
complexity in judgment and choice, and biases are the resulting gaps
between normative behavior and the heuristically determined behavior.
[Oxford Handbooks Online 2017]
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Meanings of Bias
Bias: Two Camps of Interpretation

Based on the following (and other) authorities . . .

• H. Simon (1955). A behavioral model of rational choice.

• A. Tversky, D. Kahneman (1974). Judgment under uncertainty: Heuristics and biases.

• D. Kahneman, P. Slovic, A. Tversky (1982). Judgment under uncertainty: Heuristics and biases.

• G. Gigerenzer, P. Todd, ABC Research Group (2000). Simple heuristics that make us smart.

• G. Gigerenzer, R. Hertwig, T. Pachur (2011). Heuristics: The foundation of adaptive behavior.

. . . Cleotilde Gonzalez defines:

Heuristics are the “shortcuts” that humans use to reduce task
complexity in judgment and choice, and biases are the resulting gaps
between normative behavior and the heuristically determined behavior.
[Oxford Handbooks Online 2017]

; When talking about bias,

(a) distinguish between the procedure or algorithm and its effect or impact,

(b) think twice before implying a negative, neutral, or positive assessment.
© https://www.towergateinsurance.co.uk/liability-insurance/cognitive-biases (2016)

https://www.cmu.edu/dietrich/sds/ddmlab/papers/oxfordhb-9780199842193-e-6.pdf


Meanings of Bias
Bias: A Neutral Interpretation

Heuristic:
• Various authors use the term “cognitive bias” for a heuristic that is applied by humans to judge.

A procedure, algorithm, calculus, which is not complete or not sound.

Systematic error, Bias:

The incurred consequences for not being complete or sound.
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Meanings of Bias

Statistical bias
Inductive bias

Cognitive biasBias in algorithms

Bias in data
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Meanings of Bias

Statistical bias
Inductive bias

Cognitive biasBias in algorithms

Bias in data

x

x

x
Rational deviations from logical thought.

Principles for the search in the hypothesis space (machine learning).

Deviation of a random variable / statistic from its true value.
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Meanings of Bias

Statistical bias
Inductive bias

Cognitive biasBias in algorithms

Bias in data

x

x

x
Rational deviations from logical thought.

Principles for the search in the hypothesis space (machine learning).

Deviation of a random variable / statistic from its true value.
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Meanings of Bias

Statistical bias
Inductive bias

Cognitive biasBias in algorithms

Bias in data

x

x

x
Rational deviations from logical thought.

Principles for the search in the hypothesis space (machine learning).

Deviation of a random variable / statistic from its true value.
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Meanings of Bias
Statistical View

Statistical bias
Inductive bias

Cognitive biasBias in algorithms

Bias in data

Trade unbiasedness for error reduction when learning from samples.

E.g., bias-variance decomposition for squared error: MSE = Bias(f̂ )2 + Var(f̂ ) + σ2

MSE
Bias2

Var

Hypothesis complexityLow bias, low variance High bias, low variance Minimum error Low bias, high variance

Perfect model (unknown) Model A Model B Model C

A B C
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Meanings of Bias
Statistical View

Statistical bias
Inductive bias

Cognitive biasBias in algorithms

Bias in data

Trade unbiasedness for error reduction when learning from samples.

E.g., bias-variance decomposition for squared error: MSE = Bias(f̂ )2 + Var(f̂ ) + σ2

Compare to bias definition of C. Gonzales (2017):
• Reduce task complexity by analyzing small samples.
• Applying heuristics entail bias but reduce risk of poorly representing unseen data.

Gigerenzer et al. (2009). Homo heuristicus: Why biased minds make better inferences.

MSE
Bias2

Var

Hypothesis complexityLow bias, low variance High bias, low variance Minimum error Low bias, high variance

Perfect model (unknown) Model A Model B Model C

A B C
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Meanings of Bias
Machine Learning View

Statistical bias
Inductive bias

Cognitive biasBias in algorithms

Bias in data

Set of assumptions used to perform induction (= predict outputs for unseen inputs).

E.g., preference rules for hypotheses spaces, model parameters, data exploitation.
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Meanings of Bias
Machine Learning View

Statistical bias
Inductive bias

Cognitive biasBias in algorithms

Bias in data

Set of assumptions used to perform induction (= predict outputs for unseen inputs).

E.g., preference rules for hypotheses spaces, model parameters, data exploitation.

High inductive bias No inductive bias

“Learning without bias is futile.”

• T. Mitchell (1980)
• C. Schaffer (1997)
• W. Dembski et al. (2009)
• G. Montañet et al. (2019)
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Meanings of Bias
Machine Learning View

Statistical bias
Inductive bias

Cognitive biasBias in algorithms

Bias in data

Set of assumptions used to perform induction (= predict outputs for unseen inputs).

E.g., preference rules for hypotheses spaces, model parameters, data exploitation.

Examples of inductive biases:
• principle of parsimony, small is quick (search), nearest neighbors, maximum margin
• group equivariance, structured perception, drop out (deep learning)
• data augmentation, priors in Bayesian models (learning setup)

High inductive bias No inductive bias

“Learning without bias is futile.”

• T. Mitchell (1980)
• C. Schaffer (1997)
• W. Dembski et al. (2009)
• G. Montañet et al. (2019)
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Meanings of Bias
Behavioral Economics View

Statistical bias
Inductive bias

Cognitive biasBias in algorithms

Bias in data

Systematic patterns of deviation from norm and/or rationality in judgment.
Mental shortcuts (heuristics) that the brain uses to produce decisions or judgments.
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Meanings of Bias
Behavioral Economics View

Statistical bias
Inductive bias

Cognitive biasBias in algorithms

Bias in data

Systematic patterns of deviation from norm and/or rationality in judgment.
Mental shortcuts (heuristics) that the brain uses to produce decisions or judgments.

A classification scheme oriented at the addressed problems [B. Benson, 2016-2022] :

Problem 1: Too much information.

Problem 2: Not enough meaning.

Problem 3: Need to act fast.

Problem 4: What should we remember?
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Meanings of Bias
Behavioral Economics View

Statistical bias
Inductive bias

Cognitive biasBias in algorithms

Bias in data

Systematic patterns of deviation from norm and/or rationality in judgment.
Mental shortcuts (heuristics) that the brain uses to produce decisions or judgments.

A classification scheme oriented at the addressed problems [B. Benson, 2016-2022] :

Problem 1: Too much information.

Problem 2: Not enough meaning.

Problem 3: Need to act fast.

Problem 4: What should we remember?
“Cognitive

Bias Codex”
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Too much information. 

Not enough meaning.  Need to act fast.

 What should we remember? 

We reduce events and lists 
to their key elements 

We discard specifics 
to form generalities 

We edit and reinforce some 
memories after the fact 

We favor simple-looking options 
and complete information over 
complex, ambiguous options  

To avoid mistakes, we aim to 
preserve autonomy and 
group status, and avoid 
irreversible decisions   

To get things done, we tend 
to complete things we've 

invested time and energy in  

To stay focused, we favor the 
immediate, relatable thing in 

front of us  

To act, we must be confident we 
can make an impact and feel what 

we do is important  

We think we know what 
other people are thinking 

We project our current mindset and 
assumptions onto the past and future 

We simplify probabilities and numbers 
to make them easier to think about 

We imagine things and people we're 
familiar with or fond of as better 

We fill in characteristics from 
stereotypes, generalities, 

and prior histories  

We tend to find stories 
and patterns even when 
looking at sparse data 

We notice flaws in others 
more easily than we 

notice flaws in ourselves 

We are drawn to details that 
confirm our own existing beliefs 

We notice when 
something has changed

Bizarre, funny, visually striking, or 
anthropomorphic things stick out more 

than non-bizarre/unfunny things

We notice things already primed in 
memory or repeated often 

We store memories differently based on 
how they were experienced 
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Meanings of Bias
Connections between the Meanings of Bias (a)

Statistical bias
Inductive bias

Cognitive biasBias in algorithms

Bias in data

(a) Inductive and statistical bias can entail each other.

❑ Introducing statistical bias may be explained in terms of inductive bias.
↕
❑ Operationalization of inductive bias may entail statistical bias.

❑ Keyword: regularization
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Meanings of Bias
Connections between the Meanings of Bias (a)

Statistical bias
Inductive bias

Cognitive biasBias in algorithms

Bias in data

(a) Inductive and statistical bias can entail each other.

❑ Introducing statistical bias may be explained in terms of inductive bias.
↕
❑ Operationalization of inductive bias may entail statistical bias.

❑ Keyword: regularization

Example: LASSO (least absolute shrinkage and selection operator)

❑ Inductive bias: minimize feature number
↕
❑ Statistical bias: constrain absolute value of model parameters
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Meanings of Bias
Connections between the Meanings of Bias (b)

Statistical bias
Inductive bias

Cognitive biasBias in algorithms

Bias in data

(b) Cognitive and inductive bias can entail each other.

❑ Ensuring inductive bias will become manifest as a cognitive bias.
↕
❑ Certain cognitive biases inspired inductive biases in machine learning.

❑ Keyword: concept learning
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Meanings of Bias
Connections between the Meanings of Bias (b)

Statistical bias
Inductive bias

Cognitive biasBias in algorithms

Bias in data

(b) Cognitive and inductive bias can entail each other.

❑ Ensuring inductive bias will become manifest as a cognitive bias.
↕
❑ Certain cognitive biases inspired inductive biases in machine learning.

❑ Keyword: concept learning

Example: CART (classification and regression tree)

❑ Cognitive bias: representativeness heuristic, stereotyping
↕
❑ Inductive bias: minimize description length
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Meanings of Bias
Connections between the Meanings of Bias

Statistical bias
Inductive bias

Cognitive biasBias in algorithms

Bias in data

Statistical bias
Inductive bias

Cognitive bias

Optimization
easy to formalize,

(albeit ...)

Optimization
hard to formalize.
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Meanings of Bias
Connections between the Meanings of Bias

Statistical bias
Inductive bias

Cognitive biasBias in algorithms

Bias in data

Statistical bias
Inductive bias

Cognitive bias

Optimization
easy to formalize,

(albeit ...)

Optimization
hard to formalize.

(a) Inductive and statistical biases . . .

❑ are optimized against a (mathematical) loss function—but,

❑ trading bias against variance is an alchemical discipline.

(b) Cognitive biases depend on . . .

❑ cultural backgrounds,

❑ the zeitgeist,

❑ they are individually experienced, and, in particular,

❑ there is no unified value system for their mathematical quantification.
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Meanings of Bias
Connections between the Meanings of Bias

Statistical bias
Inductive bias

Cognitive biasBias in algorithms

Bias in data

Statistical bias
Inductive bias

Cognitive bias

Optimization
easy to formalize,

(albeit ...)

Optimization
hard to formalize.

(a) Inductive and statistical biases . . .

❑ are optimized against a (mathematical) loss function—but,

❑ trading bias against variance is an alchemical discipline.

(b) Cognitive biases depend on . . .

❑ cultural backgrounds,

❑ the zeitgeist,

❑ they are individually experienced, and, in particular,

❑ there is no unified value system for their mathematical quantification.Sou
rce
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Meanings of Bias
Connections to Information Retrieval

Statistical bias
Inductive bias

Cognitive biasBias in algorithms

Bias in data

Extent to which IR is challenged.

© https://www.towergateinsurance.co.uk/liability-insurance/hindsight-biases (2016)


