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Alan Turing (1912 - 1954)

“Computing Machinery and Intelligence” is a seminal

paper written by Alan Turing on the topic of artificial

intelligence. The paper, published in 1950 in the MIND

journal, was the first to introduce his concept of what is

now known as the Turing test to the general public.
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About the Turing Test

❑ The “Turing Test” was called “Imitation Game” in Turing’s original paper.

❑ The Turing Test does not explain how human intelligens “works”.

(and was never intended to do)



The Turing Game

https://turing-test.web.webis.de/


➁
Background on Large Language Models



“You shall know a word by the company it keeps.”

[John Rupert Firth, 1957]

Keyword: “Distributional Semantics” (Key players: J. R. Firth, Zellig S. Harris, in the 1950s)

https://en.wikipedia.org/wiki/John_Rupert_Firth


“You shall know a word by the company it keeps.”

[John Rupert Firth, 1957]

We interpret words (give them meaning) through their context.

Example:

(a) I saw a jaguar in the zoo.

(b) The jaguar won the formula 1 race.

Keyword: “Distributional Semantics” (Key players: J. R. Firth, Zellig S. Harris, in the 1950s)

https://en.wikipedia.org/wiki/John_Rupert_Firth
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Statistical machine translation

A statistical language model

is a probability distribution over all possible texts.
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Statistical machine translation

A statistical language model

is a probability distribution over all possible texts.

(1) i love my ?

(2) see ... works.
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Statistical machine translation

A statistical language model

is a probability distribution over all possible texts.

(1) i love my ?

(2) see ... works.

Word prediction means probability maximization :

p(i love my cat) > p(i love my car) > p(i love my family)

18 © WEBIS 2024

https://netspeak.org/#q=i+love+my+?
https://netspeak.org/#q=see+...+works


S
e

le
c
te

d
 b

a
s
is

te
c
h

n
o

lo
g

y

1980 1990 1995 20001950 19701960 2010 2011 2012 20132002 20082006 2014 20202004 2021 2022 2023 2024 2025 202620192015 2016 2017 2018

Statistical machine translation

A statistical language model

is a probability distribution over all possible texts.

(1) i love my ?

(2) see ... works.

Word prediction means probability maximization :

p(i love my cat) > p(i love my car) > p(i love my family), where

p(i love my cat) = p(i) · p(love | i) · p(my | i love) · p(cat | i love my
︸ ︷︷ ︸

order of the LM

)
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Statistical machine translation

A statistical language model

is a probability distribution over all possible texts.

(1) i love my ?

(2) see ... works.

Sentence translation means probability maximization :

p(ich liebe meine katze | i love my cat) >

p(ich jage meine katze | i love my cat) >

p(ich habe keine katze | i love my cat)
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Neural machine translation

A neural language model

tackles the probability maximization via loss minimization.
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Feedforward Neural Network (implementation of single perceptron, Rosenblatt 1958)

A neural language model

tackles the probability maximization via loss minimization.

Input Output

xp
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Feedforward Neural Network (implementation of single perceptron, Rosenblatt 1958)

A neural language model

tackles the probability maximization via loss minimization.

A

B
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Multilayer Perceptron with backpropagation (Werbos 1982, Rumelhart 1982)

Backpropagation with automatic differentiation (Linnainmaa 1970)

A neural language model

tackles the probability maximization via loss minimization.

Σ

=1

Σ

.

.

.
.
.
.

=

=
Σ

=

.

.

.

Σ

w10
h

wlp
h

w1p
h

wl1
h

w11
h

wl0
h

w10
o

wkl
o

w1 l
o

wk1
o

w11
o wk0

o

y (output)

yk

y1

ck

c1

=
?

∆
c (target)

x1

xp

1

x (input) y
h

24 © WEBIS 2024



S
e

le
c
te

d
 b

a
s
is

te
c
h

n
o

lo
g

y

1980 1990 1995 20001950 19701960 2010 2011 2012 20132002 20082006 2014 20202004 2021 2022 2023 2024 2025 202620192015 2016 2017 2018

Recurrent Neural Network (Hopfield 1982)

A neural language model

tackles the probability maximization via loss minimization.
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Neural language model (Bengio et al. 2000) Recurrent neural language model with attention (Bahdanau et al. 2014)

A neural language model

tackles the probability maximization via loss minimization.

<start>cats  do   not  like  dogs

katzen

Encoder Decoder
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Neural language model (Bengio et al. 2000) Recurrent neural language model with attention (Bahdanau et al. 2014)

A neural language model

tackles the probability maximization via loss minimization.

<start>cats  do   not  like  dogs

katzen

Encoder Decoder

mògen

katzen
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Neural language model (Bengio et al. 2000) Recurrent neural language model with attention (Bahdanau et al. 2014)

A neural language model

tackles the probability maximization via loss minimization.

<start>cats  do   not  like  dogs

katzen

Encoder Decoder

mògen

katzen

hunde

mògen
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Neural language model (Bengio et al. 2000) Recurrent neural language model with attention (Bahdanau et al. 2014)

A neural language model

tackles the probability maximization via loss minimization.

<start>cats  do   not  like  dogs

katzen

Encoder Decoder

mògen

katzen

hunde

mògen

nicht <end>

nichthunde
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Neural language model (Bengio et al. 2000) Recurrent neural language model with attention (Bahdanau et al. 2014)

A neural language model

tackles the probability maximization via loss minimization.

<start>cats  do   not  like  dogs

katzen

Encoder Decoder

mògen

katzen

hunde

mògen

nicht <end>

nichthunde

Attention
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The Transformer (Vaswani et al., Google 2017)

n ×

n ×

Multi-head

attention

Add & norm

Add & norm

Add & norm

Add & norm

Positional

encoding

Positional

encoding ⊕ ⊕

cats do not like dogs <start> katzen mògen hunde nicht

katzen mògen hunde nicht <end>

Add & norm

Feed forward

Feed forward
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BERT (Devlin et al., Google 10/2018)

GPT (Radford et al., OpenAI 6/2018)

n ×

n ×

Multi-head

attention

Add & norm

Add & norm

Add & norm

Add & norm

Positional

encoding

Positional

encoding ⊕ ⊕

cats do not like dogs <start> katzen mògen hunde nicht

katzen mògen hunde nicht <end>

Add & norm

Feed forward

Feed forward

Multi-head

attention

Multi-head

attention

Masked multi-

head attention

GPT

<prompt>

<answer>

Parameters

BERT

<sentence>

<context-dependent representation>

Transformer models catalog (Amatriain 2023)

https://docs.google.com/spreadsheets/d/1ltyrAB6BL29cOv2fSpNQnnq2vbX8UrHl47d7FkIf6t4
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InstructGPT (Ouyang et al., OpenAI 2022)

RLHF (Christiano et al., OpenAI, Google 2017)

Training Corpora Sources

Wikipedia 11GB Books 21GB

Journals 101GB Reddit 50GB

Common Crawl 570GB

Parameters

175,000,000,000

(175 · 109)

Computing / Training

• 355 years on a single Tesla V100 GPU.

• ≈ 34 days on 1,024 x A100 GPUs.

• $4.6M costs a single training run.

|

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GPT-3 [Jun. 2020]

Transformer models catalog (Amatriain 2023)
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GPT-3 [Jun. 2020]

+ Learn to follow instructions and to comply with answer policies.

(1) Fine-tuning of GPT-3 to follow instructions: 13,000 popular prompts with hand-written answers.

(2) Training of a reward model: 33,000 prompts with 4-9 answers, ranked from best to worse.

(3) Training of the fine-tuned GPT-3 model from Step (1) to follow the reward policy.

↓
GPT-3.5 (InstructGPT) [Jan. 2022]

Transformer models catalog (Amatriain 2023)
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GPT-3 [Jun. 2020]

+ Learn to follow instructions and to comply with answer policies.

(1) Fine-tuning of GPT-3 to follow instructions: 13,000 popular prompts with hand-written answers.

(2) Training of a reward model: 33,000 prompts with 4-9 answers, ranked from best to worse.

(3) Training of the fine-tuned GPT-3 model from Step (1) to follow the reward policy.

↓
GPT-3.5 (InstructGPT) [Jan. 2022]

+ Fine-tuning of GPT-3.5 to comply with even stricter guardrails.

↓
ChatGPT [Nov. 2022]

Transformer models catalog (Amatriain 2023)
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Generative AI Authorship Verification
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Voight-Kampff* Generative AI Authorship Verification

Given two texts, one written by a human, the other by a large language model:

decide which text was written by whom.

∗ From the 1982 science fiction film Blade Runner. The Voight-Kampff is a polygraph-like machine used by blade runners to determine
whether an individual is a replicant. [Wikipedia]

https://en.wikipedia.org/wiki/Blade_Runner#Voight-Kampff_machine


Voight-Kampff* Generative AI Authorship Verification

Given two texts, one written by a human, the other by a large language model:

decide which text was written by whom.

Task variants

1. { ? , ? }

2. { ? , ? }

3. { ? , ? }

4. { ? , ? }

5. { ? , ? }

6. { ? , ? }

7. ?

−→

Allowed assignment patterns

1. { A , }

2. { A , }, { A , A }

3. { A , }, { , }

4. { A , }, { A , A }, { , }

5. { A , }, { A , A }, { A , B }

6. { A , }, { A , A }, { A , B }, { , }

7. A ,

A , B , represent texts from human authors A, B, and an LLM respectively. Increasing difficulty from 1 to 7.

∗ From the 1982 science fiction film Blade Runner. The Voight-Kampff is a polygraph-like machine used by blade runners to determine
whether an individual is a replicant. [Wikipedia]

https://en.wikipedia.org/wiki/Blade_Runner#Voight-Kampff_machine
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Generative AI Authorship Verification (dataset creation)

❑ Human text: 1,359 US news articles from 2021, crawled from Google News.

❑ Article decomposition with ChatGPT 4. Prompt excerpt:

• "Summarize the key points in 10 bullet points."

• "Classify the article type (’breaking news’, ’government agency statement’, ..."

• "Determine the article’s target audience (’general public’, ’children’, ..."

• "Classify whether the article’s stance is ’left-leaning’, ..."

44 © WEBIS 2024



Generative AI Authorship Verification (dataset creation)

❑ Human text: 1,359 US news articles from 2021, crawled from Google News.

❑ Article decomposition with ChatGPT 4. Prompt excerpt:

• "Summarize the key points in 10 bullet points."

• "Classify the article type (’breaking news’, ’government agency statement’, ..."

• "Determine the article’s target audience (’general public’, ’children’, ..."

• "Classify whether the article’s stance is ’left-leaning’, ..."

❑ Machine text: reconstruction of articles by 13 LLMs. Prompt excerpt:

"You are a journalist writing {{ article_type }}. In your article, cover the following ..."
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Generative AI Authorship Verification (dataset creation)

❑ Human text: 1,359 US news articles from 2021, crawled from Google News.

❑ Article decomposition with ChatGPT 4. Prompt excerpt:

• "Summarize the key points in 10 bullet points."

• "Classify the article type (’breaking news’, ’government agency statement’, ..."

• "Determine the article’s target audience (’general public’, ’children’, ..."

• "Classify whether the article’s stance is ’left-leaning’, ..."

❑ Machine text: reconstruction of articles by 13 LLMs. Prompt excerpt:

"You are a journalist writing {{ article_type }}. In your article, cover the following ..."

❑ The generated texts are cleaned manually of artifacts.

❑ Test data: 3,411 pairs of human and machine text.

❑ Test data variants to analyze selected robustness aspects:

unicode obfuscation, cropped text (35 words), cross-topic pairs, cross-language pairs
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Generative AI Authorship Verification (baselines and submissions)

❑ 13 Baseline systems, among others:

• DetectGPT [Mitchell et al., 2023]

• Fast-DetectGPT [Bao et al., 2023]

• DetectLLM LRR and NPR [Su et al., 2023]

• Binoculars [Hans et al., 2024]

❑ Evaluation measures:

ROC-AUC, Brier, C@1, F0.5u, F1, Mean of all

❑ 30 Submissions

❑ Winning system:

ensemble of Binoculars and a fine-tuned Mistral + Llama

❑ Popular approaches:

fine-tuned BERT (20), perplexity (11), stylometry (5), ensembles (5), augmented data (6)
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Generative AI Authorship Verification (systems ranking)

Team ROC-AUC Brier C@1 F1 F0.5u Mean

1 Tavan 0.961 0.928 0.912 0.884 0.932 0.924

2 J. Huang 0.931 0.926 0.928 0.905 0.913 0.921

3 Lorenz 0.925 0.869 0.882 0.875 0.869 0.886

4 M. Guo 0.889 0.875 0.887 0.884 0.884 0.884

5 Zi. Lin 0.851 0.850 0.850 0.852 0.849 0.851
...

Baseline Binoculars (Falcon 7B) 0.751 0.780 0.734 0.720 0.720 0.741
...

14 Valdez-Valenzuela 0.741* 0.760* 0.718* 0.711* 0.695* 0.727*
...

Baseline DetectGPT (Falcon 7B) 0.409 0.526 0.425 0.413 0.412 0.439

∗ Scores estimated due to run failures on short texts.



Generative AI Authorship Verification (score distribution)

…
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Generative AI Authorship Verification (dataset difficulty as 1−effectiveness)
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➃
AI-related Research at Webis



AI in Authorship Analytics. LLM detection

AI in ML Education. The InfoBot project

AI in the Humanties. Automatic discourse generation

AI in Media Design. Futuring Machines

AI in NLP research. Identifying the values behind arguments

AI in Political Sciences teaching. The SKILL project

AI in Social Sciences research. Curating social media feeds

AI in Web Search. Retrieval augmented generation





Benno 1.0 Benno 2.0
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The InfoBot Project

<InfoBotURL@webis.de>

❑ exploit own teaching resources

→ recognize formalization dialectics

❑ consider all Webis courses

→ show impact on related fields

❑ combine slides with explanations

→ show additional connections

→ provide the best entry points

❑ consider dialog context

→ allow for followup question

❑ learning theory perspective

• encourage to draw conclusions

• consider individual prior knowledge

• construct individual mental model
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The InfoBot Project (resources)

lecturenotes.webis.de
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The InfoBot Project (resources)
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The InfoBot Project (search engine index)
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The InfoBot Project (dialog processing)

user          13:49

What is backprop-

agation?

bot                                         13:50

Backpropagation is a method used 

in training artificial neural networks 

to calculate the gradients of ...

user              13:54

Is backpropogation 

gradient descend?

bot                                         13:55

Backpropagation and stochastic 

gradient descent (SGD) are two 

related but distinct concepts in 

machine learning...

?
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The InfoBot Project (dialog processing)

user          13:49

What is backprop-

agation?

bot                                         13:50

Backpropagation is a method used 

in training artificial neural networks 

to calculate the gradients of ...

user              13:54

Is backpropogation 

gradient descend?

bot                                         13:55

Backpropagation and stochastic 

gradient descent (SGD) are two 

related but distinct concepts in 

machine learning...

?

Web-

interface

Infobot

Server

Keyword

Extractor

Elastic-

search
LLM

chat(utterance)
chat(utterance,

history) extract(utterance,

history)

keywords

retrieve(keywords)

slides

generate(instructions, history, utterance, slides)

answer

answer, slides
answer, slides
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The InfoBot Project ( instructions in the system prompt)

1. Behavioural instructions

"You are a friendly teaching assistant called ’Infobot’ ..."

2. Course information and URLs

"These are the courses taught by the Webis group ..."

3. Citation instructions

"You should provide references to relevant slides when you are ..."

4. Meta instructions

"Keep the answers short (maximum of two to three sentences) ..."

5. Instructions for the retrieved slides (top three)

"Use the following information to construct your answer ..."
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The InfoBot Project (other specs of the RAG pipeline)

❑ Keyword extraction

• KeyBERT (all-mpnet-base-v2)

• word n-grams up to 5-grams

❑ Retrieval model

• BM15 against slide title, subtitle and content

• Reranking: weight BM15 result by keyword likelihood from KeyBERT

❑ Large language model

• Meta Llama 3

• 8 billion paramaters

• 6-bit quantization
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Wrapup

➀ About the Turing Test

➁ Some Background on Large Language Models

➂ Generative AI Authorship Verification

➃ The Infobot Project










