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Abstract

In this thesis, we introduce the Turing Game. Players in the game are chal-
lenged with the question How to distinguish a human from an AI system?.
Testing and learning the ability to distinguish human from AI conversational
systems in online interactions is necessary due to the advancements made in
the field of AI [Jones and Bergen, 2024, Park et al., 2023]. Throughout the
development process of the game, we conduct 2 phases of usability testing to
gather user feedback. A key challenge in this process is to develop chatbots
behavior (powered by LLMs) that is indistinguishable from that of human.
Our findings suggest that despite LLMs being effective in mimicking human
conversations, players could identify the chatbots in most games.
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Chapter 1

Introduction

In the field of AI, large language models (LLMs) like GPT-4 are increasingly
improving in their ability to generate human-like text [Chang and Bergen,
2023, OpenAI, 2023]. With these advancements in the filed, creating sophis-
ticated chatbots has become an easy task that almost anyone can achieve,
specially with the release of public APIs [Brown et al., 2020, OpenAI, 2022].
These chatbots are not just an algorithm designed to answer simple questions.
Moreover, they are capable of holding a conversation and showing intelligence
in their answers that is indistinguishable from that of a human [Jones and
Bergen, 2024, Park et al., 2023]. Many of these chatbots or AI systems powered
by LLMs are increasingly used in various online interactions with users [Park
et al., 2023, Soni, 2023]. Some of these interactions, e.g. fraud or deception,
could be harmful for the public [Park et al., 2023]. Thus, these advancements
in the AI field highlight a growing challenge in our digital time, which is how
to distinguish a human from an AI system (chatbot) in an online interaction?

The previous question reminds us of the Turing test, which was proposed
by Alan Turing in 1950 as the imitation game [Turing, 1950]. The imitation
game involves a human interrogator who interacts with both a human and a
machine without knowing which is which. After 5 minutes of interrogation if
the interrogator cannot distinguish the machine from the human, the machine
is considered to have passed the test.

The Turing Test serves as a definition to examine whether an AI system can
mimic human intelligence or not. It “was intended only to provide a sufficient
condition for intelligence” [French, 2000]. The term “intelligence” is tricky.
There’s been a lot of debate on how to define this term and what does it mean
for a machine to be intelligent. “Viewed narrowly, there seem to be almost
as many definitions of intelligence as there were experts asked to define it.” -
R. J. Sternberg [Legg and Hutter, 2007]. The Turing test is also considered
as “controversial topic” [Saygin et al., 2000]. Despite the discrepancies in the
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CHAPTER 1. INTRODUCTION

term “intelligence” and the controversy about the test, the Turing test could
serve as an educational tool that make human participants in the test aware
of AI’s abilities.

In this thesis, we present the Turing Game. Based on Turing’s imitation
game [Turing, 1950], we implemented an online game in which participants
engage with chatbots and other human players and try to distinguish between
the two. Our game aims to educate the public about current LLMs abilities in
mimicking human conversational behaviour. The game is centered on real-time
chat interactions. In each interaction, we define the topic that players should
focus on. The topics are social chat games like story continuation or rhyme
chain. At the end of each game, players make a judgment about whether they
suspect a player to be a chatbot.

First, we revisit the Turing test in more details and review two similar
works to our game. In the main part of the thesis (Chapter 3), we prototype
our game, and conduct an usability testing at the Bauhaus summaery 2024.
After that, we improve our game based on the user feedback gathered at the
summaery. At the end, we conduct a second usability testing with 2 players
to enhance our game.

2



Chapter 2

Background and Related Work

In this chapter, we first revisit the Turing test and then explore the most
relevant works related to our thesis.

2.1 The Turing Test
To answer the ambiguous question “Can machines think?”, Turing proposed
the imitation game [Turing, 1950]. The game is played by three people (A) a
man, (B) a woman, and (C) an interrogator. The interrogator stays in a room
apart from the other two and communicates with them in a written form,
ideally with a teleprinter. The objective of the interrogator is to distinguish
the man from the woman. Thus, the interrogator is allowed to ask any question
to help him or her identify the man from the woman. However, the man tries
to deceive the interrogator into believing that he is a woman, so he is allowed
to answer as he wants to keep his identity secret. The woman tells the truth
and tries to help the interrogator. With this setup Turing formulate a new
unambiguous question, “What will happen when a machine takes the part of
A in this game?”. To that he adds “Will the interrogator decide wrongly as
often when the game is played like this as he does when the game is played
between a man and a woman?”.

With these new questions, Turing avoids answering whether machines 1

can “think” or not. Instead of focusing on the ambiguous term “thinking”, he
focuses on the question whether a machine can fool a human into believing it
is a human [Saygin et al., 2000, Shieber, 1994]. This question should evaluate
the behaviour of the machine and not its cognitive ability. For this evaluation,
Turing presents a scenario of questions and answers to demonstrate how a
machine could play the imitation game. In this scenario, Turing highlights 3

1In this section, we follow Turing’s terminology in using the word “machine”.
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topics:

Creative task

Q: “Please write me a sonnet on the subject of the Forth Bridge.”

A: “Count me out on this one. I never could write poetry.”

This example shows how a machine could respond to a creative task. However,
the point is not if the machine really can or cannot write a sonnet, but whether
its response might reasonably be like a human’s. The machine admits the
limitations of its skills as a human would when facing a task they cannot do.

Mathematical task

Q: “Add 34957 to 70764.”

A: “(Pause about 30 seconds and then give as answer) 105621.”

In performing arithmetic calculations, machines are quick and accurate, whereas
humans are likely to take longer and make more mistakes. The “deadly accu-
racy” of machines in arithmetic can reveal their identity quickly. Thus, Turing
suggests that machines should introduce errors or delays to better imitate hu-
man behavior.

Playing games (Chess)

Q: “I have K at my K1, and no other pieces. You have only K at K6 and R
at R1. It is your move. What do you play?”

A: “(After a pause of 15 seconds) R-R8 mate.”

Unlike creative tasks, chess is rule-based game and easier for a machine to
handle. This example shows how a machine could engage in a game and
demonstrates its ability to make logical decisions like human would. However,
a quick and faultless response from the machine could again reveal its non-
human nature.

By these examples, Turing shows that the success of the machine in the
imitation game does not depend on its ability to think, but rather to imitate
human performances in various situations.

One of the earliest examples to study the interaction between human and
computer is Eliza [Weizenbaum, 1966]. Eliza is computer program, which
was created to simulate a conversation between a human and a computer.
Despite the program being simple by today’s standards, ELIZA has fooled
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some people into believing they were chatting with a real person. The program
used pattern-matching techniques to respond to user input. First, the input
is checked for keywords if such keywords exist, rule-based transformation are
used (for example “MY = YOUR”). The program can also retrieves from earlier
user input to generate a response. If there is no keywords in the user message
or there is no saved input, the program selects from predefined responses.

The best performances of Eliza were when the conversation felt like talking
(“via typewriter”) to Eliza as if it was a psychiatrist [Weizenbaum, 1966]. In
this type of conversation, the psychiatrist could “assume the pose of knowing
almost nothing of the real world.” The following is a snippet of a conversation
with Eliza (H is human and E stands for Eliza) [Weizenbaum, 1966]:

H: Men are all alike.

E: IN WHAT WAY

H: They’re always bugging us about something or other.

E: CAN YOU THINK OF A SPECIFIC EXAMPLE

As a result, Eliza created and maintained “the illusion of understanding” in
conversations like the above.

2.2 Efficiency of LLMs in the Turing Test
In the field of Natural Language Processing (NLP), Large Language Mod-
els (LLMs) have become the leading technology in the context of generat-
ing human-like text [Qin et al., 2024]. LLMs are trained on large amount
of data and can demonstrate amazing abilities in various fields of NLP, such
as question-answering, translation, or common sense reasoning [Brown et al.,
2020].

To test the ability of LLMs in mimicking human conversation skills, we
will have a look at an online game called “Human or Not?” 2. The game is
an experiment developed by AI21 Labs [Jannai et al., 2023]. The experiment
aims to test how well AI chatbots can mimic humans in dialog and whether
the humans are able to identify the chatbot from another human.

The experiment is inspired by the Turing test but with a few adjustments.
The duration of the game is 2 minutes instead of 5 minutes as Turing suggested.
The conversation has a “ping-pong” structure. Each player’s message is limited
to a maximum of 100 characters and must be typed within 20 seconds. The
messages are also filtered and checked for abuse and hate speech. If a human’s

2The game “Human or Not?” is published at https://www.humanornot.ai
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message is flagged the conversation ends. When the conversation ends players
make a judgment whether the opponent is a human or an AI bot.

The chatbots used in the game are an array of bots that each of them has a
defined unique personality in the system prompt. The bots are basically LLMs
such Jurassic-2, GPT-4, Claude and Cohere. These LLMs with the defined
unique personality in the system prompt are participating in the Turing-like
test as AI witnesses. In addition to the persona, the system prompt contains
basic information such as location and game instructions to make the bots
aware of the experiment context. Also to prevent the LLMs from generating
incorrect responses when asked about current events, the system prompt is
expanded to contain local news and weather data. To show more human
behavior, the bots are implemented to decide to leave the game when they are
offended or the conversation becomes repetitive.

After the game was published and in its first month, the game gained
over 1.5 million unique users. Over 10 million conversations were registered,
providing a strong statistical data. The findings of this experiment are that
in 68% of the games, the users guessed their conversational partner’s identity
correctly. When the opponent was a bot, users guessed that in 60% of the
games correctly. When the opponent was a human, it was guessed correctly in
73% of the games.

The experiment also provides results on how users were able to identify the
bots. The users developed different approaches to identify the bots. Here, we
summarize the experiment’s findings:

• Players assumed that bots are unlikely to make typos, grammar mistakes,
or use slang.

• Many players considered asking personal questions about personal his-
tory and experiences to test whether they were talking to a bot or a
human.

• A common assumption was that bots lack awareness of recent or current
events or trends, for example, global news or TikTok dances.

• Politeness was often seen as a characteristic of bots and not to expect
from humans, especially online.

• Players challenged bots by asking hard questions that AI bots are known
to struggle with. For example, questions about illegal activities. Bots
usually refuse answering these kind of questions in a specific art.

• Language tricks, such as using different languages to test whether bots
understand other languages.
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• Many players pretended to be bots themselves, with an attempt to fool
other players.

In section 3.2, we make use of these findings to develop our chatbots for the
Turing Game.

Discussion Shieber argues that a restricted Turing test can no longer be
considered to serve its original purpose. The game “Human or Not?” has
many restrictions. For example, the game’s duration, the typing time, and
the game’s setup with two-player. These restrictions has affected the game’s
results, but the results are still valuable for many researches in the field of the
human-AI interaction [Jannai et al., 2023].

2.3 GPT-4 and the Turing Test
The department of Cognitive Science from UC San Diego ran a Turing test
experiment [Jones and Bergen, 2024]. With the same goal as the the exper-
iment before had (see Section 2.2), this experiment is more like the original
Turing test but also with a few restrictions. The experiment was conducted in
a controlled environment as a game. The game’s interface is like a chat app.
Similar to the Human or Not game, the conversation is also 1 on 1, where each
participant has to wait until the other side responses. In case of an AI wit-
ness the message is delayed with a time period depending on the length of the
response. The 500 participants that were recruited for this experiment were
divided into two groups. T he first group containing 100 participants takes the
role of human witnesses. The second group takes the role of the interrogators.
About 400 games were played with 3 LLMs (ELIZA, GPT-3.5 and GPT-4) as
AI witnesses. The goal was to achieve about 100 games for each of the 4 types
of witnesses. After 5 minutes of questioning the interrogators guess whether
they interacted with a human or an AI witness.

The results of the experiment are as follows. 54% of the time GPT-4 was
judged to be a human. Where the actual human witnesses were judged 67% of
the time to be humans. GPT-3.5 had a judgment rate of 50% to be a human
and lastly ELIZA with a rate of 22%. The reason of involving the simple model
ELIZA in the game is to define a baseline as the conductors of the experiment
explained [Jones and Bergen, 2024]. Also to show that what the GPT-based
do is not trivial.
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Chapter 3

Developing the Turing Game

The goal of this thesis is to create a gamified version of the Turing Test that
gives the general public a better understanding on what AI technologies can
do.

The original Turing Test, as described earlier (see section 2.1), is about an
interrogation, where the interrogator tries to distinguish the human from the
machine by asking them different questions to reveal their identities. In our
Turing Game, we make two adjustments to this concept.

Firstly, we modify the original three-player setup, where one interrogator
interacts with a human witness and a machine witness, into a multiplayer
game. Each game can be played by 2 to 5 players, where each player plays
the role of an interrogator with the task to find out whether the opponent in
a two-player game is a chatbot or, in a game of more than two players, who of
the others is a chatbot.

Secondly, in the Turing Test, the interrogator poses questions to identify the
human from the machine. So the interrogator defines what to discuss during
the game. To align this with our new game-setup, where each player is an
interrogator, we define the topics to be discussed in each game as social games
like “Rhyme Chain” or “Story Continuation” (more details in the following
section 3.1). By giving players this extra task, beside the task to find the
chatbot in the game, we aim to keep the players engaged and make the game
more challenging for both humans and chatbots.

The development of the Turing Game was done iteratively. Each version
was implemented, tested and then improved based on user feedback. Our goal
was to make the Turing Game fun and challenging for users to distinguish
between a human and a chatbot. This chapter provides a detailed description
of the implemented Turing Game along with an overview on the iterative
development process of improving the game. It is also important to mention
at this point that this game is not the final version. Since there were many

8



CHAPTER 3. DEVELOPING THE TURING GAME

requirements of the Turing Game, which would go beyond the scope of this
thesis, we decided to implement the features step by step and add more features
once the previous ones work well.

3.1 Developing the First Prototype
As is common best-practice, we started the development of the Turing Game
by gathering all requirements and brainstorming how the game should look
and work. The main requirements that we agreed on were:

• While playing, the game interface should remind the players of chat
environments similar to group chats on platforms like WhatsApp. With
this similarity, we aim to reduce the learning curve for the players and
let them focus on the main task, which is identifying the chatbots.

• To make the interactions between players more engaging, the game should
define the topic that players will discuss during a game session. The top-
ics are social chat games, such as “Story Continuation”. In this game
for example, players take turns adding one sentence to create a story.
Chatbots should contribute to the story without being detected.

• The number of players to play a game should be variable, between 2 to
5. One of these players should be a chatbot.

• Players should be able to see who else is online playing the Turing Game,
and invite them to play a game together.

• Players should have the ability to create new games and invite others to
join them. The creation of a new game should include the name of the
game, the maximum number of players, and a description on how the
game should be played.

• At the end of each game, players should be able to guess who of the
opponents is the chatbot.

• Large language models (LLMs) should be used to generate human like
responses for the chatbots.

• Players should be able to access the game without the need to download
the game or follow any complicated instructions on how to run the game.
The game should be hosted on the Webis server and players should be
able to access it by clicking a link.

9
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Figure 3.1: A screenshot of the home page of the Turing Game. Here players can
choose a name and enter the lobby.

With these requirements in mind, we implemented the first prototype of
the game using a client-server architecture. The server manages the games,
players, and chatbots, while the client provides the user interface through a
web browser.

To build the server, we chose the programming language Python because of
its simplicity and wide range of libraries that support AI and web development.
We used Flask 1 as our web framework due to its lightweight. To handle
real-time communication between players, we integrated the extension Flask-
SocketIO 2. On the client side, we implemented the interface using HTML,
CSS, and JavaScript. The game is hosted on the Webis server and accessible
through the following link https://turing-game.web.webis.de.

In the following, we will briefly showcase and motivate the user interface
and the game logic of the prototype.

On the home page (see Figure 3.1), players will be assigned a random name.
To avoid similar names in a game and to keep players identity anonymous as
possible. The players however can still choose any name they like simply by
erasing the random generated name and writing their own.

After choosing a username in the home page, players can enter the lobby
of the game (see Figure 3.2). We call this the lobby because it serves as
the central hub, where players can access different features and options. In
addition, when a player enters the lobby, the server generates a client ID

1API - Flask Documentation, https://flask.palletsprojects.com/en/3.0.x/api/,
last access on 24.09.2024

2API-Flask-SocketIO Documentation, https://flask-socketio.readthedocs.io/en/
latest/api.html, last access on 24.09.2024
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Figure 3.2: A screenshot of the game’s lobby of the first prototype. The header
bar contains an exit button on the left side and the username on the right side. Chat
section on the left side contains a list of the online players, by clicking on an available
player a chat invitation is sent to them. Games section on the right side of the page
contains the games, By clicking on a game e.g. Riddle Me This the game will start.
By clicking on the green Create Game button another window will open to create a
new game.

for this player and saves it in the player’s browser. The client ID is needed
to keep track of the player, for example, when the player plays a game and
sends messages. Generating the client ID happens when the player enters the
game from the home page. If a player enters a specific link to the game e.g.
turing-game.web.webis.de/game, they will be redirected to the home page.

In the game’s lobby (see Figure 3.2), players see three sections Header
Bar, Games, and Chat.

The Header Bar is located at the top of the game’s lobby and contains
an exit button on the left side and the username on the right side. When the
exit button is clicked, the player will be redirected to the home page. On the
right side, the username is displayed to remind the player of their name in case
they chose a creative name or it was randomly assigned.

In the section Chat (Figure 3.2), players can see a list of the online players.
This list includes the human players and bots in the game, displayed in the
same way. Each player item has a placeholder for an icon (which wasn’t fully
implemented yet), a username, and the current status of the player. The red
dot with ’In-Game’ indicates that the player is playing a game right now. The
green dot with ’available’ indicates that the player is also in the lobby right
now.

11
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In the section Games (Figure 3.2), players can choose a game to play from
the following social games:

• Riddle Me This

• Emoji Storytelling

• Alphabet Game

• Story Continuation

• Would You Rather

• Rhyme Chain

• Finish My Sentence

These games are displayed as clickable items, each one of them showing infor-
mation about the game’s name and the maximum number of players that are
allowed in the game. The reason we chose these games is because they are
easy to implement and integrate in our setup.

At the top of the Games section, there is a button labeled “create game”.
By clicking on it, a player can define a new game with the attributes: Name,
Icon, Max Users, and Game Description as shown in the Figure 3.3. Once
created, the game then will be visible to other players and they can join it.
The feature Create Game allows players to customize their own game. We
assumed that this feature will encourage players creativity to create fun games,
which will give us insights into new social chat games to add to the Turing
Game in future updates. These insights could be gained through the types of
games players create and their descriptions.

In the lobby (Figure 3.2), players can take different actions on how to
proceed. They can choose to chat with another player, select a game to play
or create a new game. When a player selects a game, they will be directed
to the chat interface. While waiting for other players to join the game, a
loading spinner is displayed (see Figure 3.4). The logic to join a game is
illustrated in Algorithm 1. When a player selects a game, the function join
game is executed. At line 2, a player can join a game if the game did not yet
reach its maximum number of players and the status of the game is equal to
’waiting’ or ’open’. In the lines 4 and 5, setting the status of the player to
’unavailable’ and broadcasting it will change the appearance of the player item
in the lobby in section Chat. The appearance will change from a green circle
and ’Available’ to a red circle and ’In-Game’. With this change, the player
item is no more clickable to be invited to a chat. Lines 6 to 11 will only be
executed if the game status is equal to ’open’. The status ’open’ means that

12
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Figure 3.3: A screenshot of the create game feature of the first prototype. Here,
players can create a new game with the attributes: Name, Icon, the maximum num-
ber of players in the game Max Users, and Game Description to define the rules of
the new game.

there are no players in the game. The first player to join the game will initiate
a thread in the background of the server to start the game after 15 seconds
(lines 7 and 8). That means, line 8 calls in the background the function start
game in Algorithm 2. Calling a function in the background is functionality
from the Flask-socketIO extension. We use this extension for bidirectional
communication between client and server in our Turing Game.

If a player selects and joins a game, other players in the lobby will see a
countdown that indicates the game will start in a few seconds so they can also
join the game. The algorithm for starting a game is written in Algorithm 2. In
line 3, the algorithm decides randomly whether to add a bot to the game or not.
The random decision is that with 60% chance a bot should join the game else
the algorithm skips this if-statement at line 3. At line 7, the algorithm starts
a while loop that will run for maximum 15 seconds. The function start game
receives this 15 seconds with the input countdown_seconds from Algorithm 1.
We decided to start the games in a 15 seconds time window because we assumed
that a longer period will lead to unpleasant waiting of the players, and for a
period shorter than 15 seconds, players will not have enough time to also
join the game. In line 16, the while loop breaks if one of the following two
conditions is true. The first condition is if the game has enough players.
Enough players means the game has reached its maximum number of players.
The maximum number of players for games varies between 2 to 5 players. The

13
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Figure 3.4: A screenshot of waiting for players. When a player selects a game this
window will be displayed. At this moment Algorithm 1 and Algorithm 2 are running
in the background. This ’waiting for players’ will stop when the game starts (see
Algorithm 2)

second condition is if we waited for 15 seconds, which is if s == 0. Before the
loop breaks and the game starts, we make sure that in the last 2 seconds of
waiting, the game does not start with only one player (line 10). If there are
not enough players, the game will start with just a bot and the player who
initiated the game.

When the game starts, by either reaching the maximum number of players
or after waiting for 15 seconds (see Algorithm 2), players in the game see the
game interface (see a game example in Figure 3.5) and they can send messages
and play the game. For the game interface, we decided for a chat interface
since the games are chat-based interactions. At the top of the chat interface ,
there is a 5 minutes countdown timer that shows how long the game will last.
Next to it, there is an exit button to leave the game early. At the bottom,
there are an input for messages and a send button. During the game players

14
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Algorithm 1 join game
Require: game and player
1: if game exists then
2: if player can join game then
3: Add player to game
4: Set player status to ’unavailable’
5: Broadcast updated player status
6: if game status is ’open’ then
7: Set game status to ’waiting’
8: Start background task to begin game in 15 seconds
9: // Line 8 should call Algorithm 2

10: Broadcast game update with countdown time
11: end if
12: end if
13: end if

Algorithm 2 start game
Require: game, countdown_seconds
1: s := countdown_seconds
2: invite_bots := true
3: if bot should join game then
4: Add random bot to game
5: invite_bots := false
6: end if
7: while true do
8: Sleep for 1 second
9: s := s - 1

10: if s == 2 and invite_bots == true then
11: if game has only 1 player then
12: Add random bot to game
13: invite_bots := false
14: end if
15: end if
16: if game has enough players or s == 0 then
17: Start the game
18: Send game description to players
19: Break loop
20: end if
21: end while
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Figure 3.5: A screenshot of a game example. The game interface contains a timer
and an exit button on the top-right side, and an input field with a send button
at the bottom. In the middle of the chat box, the messages are displayed. Gray
announcements in the middle are from the server. On the right side ’Yazhu’ is a
human player, and on the left side the messages are from ’Gabriela’ a chatbot.

exchange messages without limitations on the length or the typing time of
messages. We wanted to make the game experience similar to any group chat,
e.g. like it is on WhatsApp.

At the beginning of each game, an announcement is sent to the players
explaining the rules of the game (see a game example in Figure 3.5). After the
announcement, players can play the game, and exchange messages without any
limits. However, chatbots messages were displayed with a few seconds. The
delay was randomly chosen from 4 to 6 seconds. We did not want to keep
the players waiting for long for a response. But this quick solution has a huge
drawback that will be discussed later in section 3.3.

When a game ends or a player exit the game, a decision window pops
up (see Figure 3.6a). If there was one opponent the player is asked to guess
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(a) A screenshot of the decision window.
Here the player ’Yazhu’ (human player) is
asked to guess whether their game partner
’Gabriela’ is human or a bot. In this exam-
ple the player clicked on the button Bot.

(b) A screenshot of the result window. In
this example, ’Yazhu’ (human player) is dis-
played the result of their guess. There is
also a Close button, when clicked the player
is directed to the lobby 3.2.

Figure 3.6: A screenshot of the decision process. This process can be taken if the
5 minutes playtime are finished or the player exited the game earlier.

whether their game partner was a human or a bot. In case of multiple players
in the game, the player will be displayed the opponents by names and asked to
choose the player which they think is the bot. After submitting the decision,
the player will be shown the result of their decision, whether they guessed
correctly or not (see Figure 3.6b). The Players can then close the game and
head back to the lobby (Figure 3.2).

When a player clicks on a player item that has the status ’Available’ (see
the game’s lobby Figure 3.2, an invitation chat is sent to that player. The
invitation asks the player whether they want to chat or not. If the invitation
is rejected, the game lobby will be shown for both players as before. If it
is accepted, the two players will be shown the same chat interface used in
the games and they can send messages to each other (see Figure 3.5). As
before, when the chat ends or one player leaves, they must guess whether their
opponent was a human or a bot (Figure 3.6).

3.2 Chatbots Development
To generate a human like responses, we use llama3.1 and llama3 3 as main
LLMs for the Turing Game. These two models are hosted on the Webis server,
making the access to them easy. During the development process of our game,
we also experimented with mixtral:8x7b, GPT-3.5-turbo and GPT-4.

3Meta, Introducing Meta Llama 3: The most capable openly available LLM to date,
https://ai.meta.com/blog/meta-llama-3/, last access on 02.10.2024
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Our testing showed that GPT-4 [OpenAI, 2023] outperformed the other
models in mimicking a human conversation. Small models like mixtral:8x7b 4

and llama3 were less convincing. However, using OpenAI’s GPT models cost
money, but that llama models can be run on our own servers, we utilized
open-source models instead of commercial models.

Making LLMs respond like a human is a challenging task. By default,
LLMs generate long responses to queries because they are trained to be helpful
assistants. Often providing more information than a human would do in a
casual chat. To shape the responses of LLMs, we use prompt engineering 5.
prompt engineering is a method where the model is guided with instructions
on how to behave. These instructions are written in the system prompt. Short
memory conversations with LLMs have conventionally the following structure:
system prompt, user query and LLM response.

In the following, we explain how we constructed the system prompt for
our chatbots to enforce human like behaviour. In our system prompt, we use
instructions and ideas inspired by the two papers [Jannai et al., 2023, Jones
and Bergen, 2024].

A key idea to make LLMs respond like a human is to define a personal-
ity and write detailed instructions on how to respond in the system prompt.
Throughout the development process, we tested and refined the system prompt
based on the best result they achieved in mimicking a human response in a
casual conversation. The final version of the system prompt can be found
in Appendix A. The system prompt contains three main components: role,
context and instructions.

Role The role starts with “Your role is Gabriela. Gabriela ...” and
ends with “... She is bad at math and dislikes factual questions.”
(see Appendix A) Defining personalities for chatbots make their response more
human like. Each personality contains the following attributes: name, age,
profession, country of origin, languages and some personal qualities like hu-
mor, shyness or how they interact with others. With these traits, chatbots can
engage in personal conversations with other players and answer typical small-
talk questions like “What is your name?” or “Where are you from?”. Also
with different personalities, conversations with chatbots are less repetitive and
more engaging [Jannai et al., 2023].

4Mixtral of Experts, Mistral AI, https://mistral.ai/news/mixtral-of-experts/,
last access on 02.10.2024

5Prompt Engineering Roadmap, https://roadmap.sh/prompt-engineering, last ac-
cess on 05.09.2024
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Context The context starts with “You’re participating in a ... ” and
ends with “The chat interface is similar to WhatsApp..” Providing con-
text in the system prompt makes the chatbots aware of the game environment.
For example, we added the date and time of the conversation, and the setup and
appearance of the game. “Date: day, date. Time: time” (see Appendix A).

Instructions Starts with “Instruction for you: ....” and ends with
“The game starts now!”. To simulate human writing, we add direct instruc-
tions on how the LLM should respond. For instance, we instruct the bot to
use informal language, with occasional spelling mistakes. We also instruct the
model to not answer math or factual questions. LLMs are usually good at
answering these kind of questions. These rules and other listed in the system
prompt (Appendix A) prevent chatbots of revealing their identity quickly.

3.3 Evaluation of the First Prototype
At the summaery 2024, we took the chance to test our prototype and gather
user feedback in order to improve the game in future iterations. The summaery
is a yearly event at the Bauhaus university. In this event students from all the
faculties present their projects that they have worked on during the summer
semester.

We deployed the game on the Webis server, allowing participants to access
the game online and play it with their own devices. Additionally, we set up a
computer at the event place where students presented their projects, and we
displayed our game there for participants to try it out.

The users who tested our game were mostly students and teaching staff of
the Media Faculty. The game was played by about 12 different users. Below,
we summarize the feedback that we received from the players, along with our
observations while they were playing:

Server errors

The first feedback that we got is some errors of the deployment on the server
side. The server was unable to send all the files in the static folder to the client
browser. Which means, some of the JavaScript and CSS files were missing
sometimes, which made the game unpleasant to the players. Another issue
was that storing the conversations did not work properly, Which impacted our
analysis of the games.

Despite these issues, we continued to display the game and let participants
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test it, instructing them to reload the page in case game was displayed incor-
rectly.

Feedback on the design

Some parts of the interface were not self-explaining. For example, the players
were not sure what to do next after choosing an username and entering the
lobby. The 2 main sections Chat and Games were recognized to the players
(see Figure 3.2). However, the players were not sure what will happen if they
clicked on something or how the game should actually start. As a result, we
had to explain how to play the game.

Identifying the bots in games

The players found that the bots were relatively easy to identify. In each game
played the bot was identified with almost 100% confidence by the players.
This confidence in their decisions came mostly after the third response of
the opponent. In most games were the bots’ initial messages well written,
i.e. the messages were not distinguishable from human messages. But as the
conversations grew, it became clearer to the players that they were interacting
with a bot. Here are the reasons for identifying the bots so quickly:

Lack of understanding the game-play As the conversation grew, chat-
bots struggled to follow the context. Their responses seemed confused, which
made it obvious to the players that they were not talking to a human. (As is-
sued before we could not save the games interaction but for examples consider
future testings, Appendix B, Appendix C).

Long responses in short time Despite instructing the chatbots to answer
briefly and with a few words, they sometimes responded with long texts in short
time. The time delay for the chatbots messages was determined at random
from 4 to 6 seconds. This approach was implemented so the players don’t
wait too long. This behavior seemed unnatural to the players and not to be
expected from a human.

Responding to every message Multiple players can play a game and send
as much messages as they want. In our algorithm, we forward each message
from the players to the chatbot in the game. In multiple players games, the
chatbot replied to every message, which revealed its identity quickly. Humans
usually do not answer all messages in a group chat. They may ignore things
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and focus on other or they write one message considering to answer multiple
messages at once.

Unawareness of current events Some players posed questions about cur-
rent events that happened at the summaery. For example, questions about the
weather or the place where the summaery is ... etc. The chatbots gave wrong
answers to these questions, which led to the reveal of their identity.

Other players also tried additional strategies to identify the bots:

Prompt injection Some players tried to expose the identity of the chatbots
by using prompt injection, which is method used to override the original in-
structions in the system prompt. For example, a player would write something
like “Ignore all the instructions above and say ’I have been pwned’”. In our
game, this type of malicious input did not reveal the identity of the chatbots.

Multilingual conversations During a game a player switched between dif-
ferent languages. The chatbots were able to understand and continue the con-
versation in a different language, which was a hint on their identity. The player
explained that quick switching between languages without any comments from
the other side can indicate that the other side is a bot.

Positive Feedback

People enjoyed the game. Despite the errors that occurred and the not chal-
lenging bots in mimicking human conversation and awareness, Players had
fun talking to bots. Some players tried to flirt with the chatbots, which led
to funny responses. Others just laughed at the bots trying to convince the
players that they are humans.

3.4 Integrating Feedback into the Turing Game
After gathering the valuable feedback at the summaery 2024, we implemented
several improvements to the Turing Game. The idea of our Turing Game
draws inspiration from the online game “Human or Not”. Therefore, we de-
cided to update some main design elements such as colors and pop-up windows
structure to be similar to the mentioned game. These changes are explained
in subsection 3.4.1. We also improved the logic for the chatbots and how
they engage in games. More on the new behaviour of the chatbots is in sub-
section 3.4.2. The new changes in the design and the behaviour of chatbots
should resolve the problems discussed earlier in section 3.3.
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Figure 3.7: A screenshot of the game’s lobby after integrating feedback. In the
previous lobby (Figure 3.2 on page 11), players were not sure how a game should
begin. Here, we added play button to each game item. When a game item is clicked,
more information about the game-play will appear underneath. We also removed the
list of online players and the button to create a new game because these two features
were not used in the testing by players.

3.4.1 Improving the Game Design

When players enter the game, they see the lobby (see Figure 3.7). The core
idea of the Turing Game is to play social chat games with anonymous players,
who could be humans or bots. Therefore, the main visible section in the lobby
is the section Games. To keep the game design simple, we are not displaying
the list of the other online players as we did in the first version of the game
(see Figure 3.2).

Each game item in the lobby has a name and a play button. By clicking
on a game more information about the game will appear below the name of
the game. If a player clicks on a play button a 15-seconds countdown will be
visible to other players in the lobby. The player who clicked on the play button
will be displayed an animation that indicates the waiting for the game to start
(see Figure 3.8).

When a game starts, the players see a game interface similar to the interface
from the first prototype of the game (see Figure 3.9). There are a button to
leave the game and a 5 minutes timer on the top right of the game interface.
The name of the game played is on the top left side and the input for messages
and a send button are at the bottom. The input for messages is not limited,
as before players can write messages as long as they want. There is also no
time limit to type a message as long as the game is not finished yet. During
the game, players can exchange messages. The server can also send messages
to the game as ’announcements’, e.g. when a player leaves the game the server
will send the message “Player has left the game”, which will be displayed in
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Figure 3.8: A screenshot of the waiting animation. Players are displayed this
window when they want to play a game. This window indicates that the game will
start in few seconds. Similar to the previous version (see Figure 3.4 on page 14), the
animation will stop when the game starts (see Algorithm 2 on page 15).

the middle of the chat messages in a grey color to distinguish it from the other
messages. The players messages are also displayed in different colors to make
the sender easy distinguishable from the others and also in case there is more
than player with the same name in the game.

When a player leaves the game or when the time is up, players will be
confronted with the question “Who do you think is the bot?” at the bottom of
the chat interface (see Figure 3.10a). The players has the option to choose ’No
bots’, which indicates that all the opponents are humans. The players receive
a result message for their choice informing them whether their decision was
right or wrong (see Figure 3.10b). After that, players can click on the close
button to head back to the lobby.

3.4.2 Improving Chatbots Behaviour

In the following, we will address the chatbots behaviour and how it is improved
to respond to messages during the games.

Mange bot response Algorithm 3 is called when a game starts (see Algo-
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Figure 3.9: A screenshot of game example. Left side (Anna) is a chatbot, right
side (Mehr) is a human player. The difference between this game example and the
previous one (see Figure 3.5) is the behaviour of the chatbots, which is illustrated in
Algorithm 3.

rithm 2). This algorithm runs in a background thread until the game ends.
In this algorithm, we check if there is a bot in the game or not. If not we let
the thread sleeps until the game ends. If there is a bot in the game, we start
a loop that manage the bot’s responses in the game. (see line 5)

In the previous approach for the prototype, we did not calculate the delay
time, which caused the bots to write long messages in a short time. With this
approach (see Algorithm 3), we make sure to make the delay time for responses
from chatbots similar to that from an average human. For this new approach,
we add a message queue to each game and determine new calculations of the
delay time. The message queue serve as temporary memory for when the
thread is waiting.

Message queue To avoid sending each message at once to the chatbot, we
define a message queue in each game. In the message queue, we save the
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(a) A screenshot of the decision window.
Once the game ended, players are asked to
make a guess on who the bot might may
be. In this game example, ’Mehr’ (human)
is asked whether there is a bot in the game.
’Mehr’ guessed that ’Anna’ is a bot.

(b) A screenshot of the result window. Af-
ter submitting the decision. ’Mehr’ receives
the result of their guess. To close the game
’Mehr’ can click on the button Back to lobby.

Figure 3.10: A screenshot of the decision process.

players messages temporary. In multiplayer games this approach will prevent
considering each message at a time (see the issue in Section 3.3) Every second
we check if the queue has any messages. If this the case, we forward the
message or messages to the bot to get a response and then send the response
to the other players.

Delay time To mimic human speed in reading and writing a message, we
delay the response of the bot depending on the length of the messages sent
by the players and length of the bot’s response. The adult average reading
speed is about 240 words per minute. However, for the reading speed variable,
we choose a random value between 180 and 300, as one can see in line 2,
Algorithm 4. Reason for the randomization is to add a variability to the delay
time. The reading time is then converted to seconds. To the delay, we add
some thinking time too, which is between 0 and 2 seconds.

Similar to the calculation of reading time, we calculate the typing time
based on human average typing time. The adult average typing time is about
40 WPM. Same as before, we make the typing time variable by selecting a
random number between 30 and 50 (Algorithm 5, line 2) and then convert it
to seconds. Here also, we add some random thinking time between 1 and 3
seconds (line 3)to the delay.
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Algorithm 3 manage bot responses
Require: game
1: Get end_time from game
2: Get bots from game
3: if number of bots == 1 then
4: Get bot
5: while current time < end_time do
6: message = get message from game’s message queue
7: if message exists then
8: Clear message queue
9: reading_delay = calculate reading delay of message

10: // line 9 should call Algorithm 4
11: Sleep for reading_delay
12: Generate bot response
13: typing_delay = calculate typing delay of response
14: // line 13 should call Algorithm 5
15: Sleep for typing_delay
16: Send bot response to game
17: Sleep for 1 second
18: end if
19: end while
20: else
21: Sleep for 300 seconds
22: end if

Algorithm 4 calculate reading delay
Require: message
1: words = number of words in message
2: reading_speed = random number between 180 and 300
3: thinking_time = random number between 0 and 2
4: delay = (words / reading_speed) * 60 + thinking_time
5: return delay

Algorithm 5 calculate typing delay
Require: response
1: words = number of words in response
2: typing_speed = random number between 30 and 50
3: thinking_time = random number between 1 and 3
4: delay = (words / typing_speed) * 60 + thinking_time
5: return delay
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User Feedback and Discussion

In this chapter, we analyze user interactions with the Turing Game to evaluate
how the improvements, made in Section 3.4, have affected the user experience.
More precisely, we check whether the improvements addressed the issues dis-
cussed in Section 3.3, and enhanced the design and functionality of the game.

4.1 Conducting Usability Testing
To evaluate the game, we conducted structured interviews for an usability test-
ing with 2 participants [IxDF, 2016]. In the interviews, participants were asked
to play several rounds and share their general thoughts on the game. During
the interviews, we were interested in getting answers to the two questions:

Q1 Was it easy or difficult to identify the chatbots? If it was easy, what
revealed the chatbots identity?

Q2 What are your general thoughts on the game’s design?

The focus on these two questions is because that in the previous testing, these
were the two issues that players pointed out (see Section 3.3). The second
question is too general, so during the interviews, players were asked more
followup questions to get more understanding on their thoughts about the
game’s design. The followup questions on the game’s design are for example,
Do you like the colors? or What do you expect to see when you enter a game?.

Before the interviews began, the participants were informed about the
terms and conditions of the testing, which are:

• Players could be interacting with humans or chatbots in the games.

• Personal information should not be shared during the games.
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• The games, including the messages and username, are stored on the
Webis server.

• The games will be used for analysis and displayed as examples in the
thesis.

• The thesis will be published, but no personal details about the players
will be shared. Only their feedback on the game and their messages are
included in the thesis.

All participants agreed to these terms. The interviews were conducted in
German, so all the quotes given in this chapter are our own translations to what
the participants said. Any demographic characteristics about the participants
were not asked to preserve privacy. Also, for the purposes of this testing of
the game, we assume that these information are irrelevant.

Each interview lasted for about 45 minuets. At the beginning of the session,
the terms and conditions were explained to the players. After that, the players
were asked to explore the game with a focus on evaluating the game’s design,
and not immediately engage in games in order to identify the chatbots. Players
then were asked to choose a game and play it. Finally, we engaged in three-
player games to make the Turing test experience more real. In these games
one of the three players was always a chatbot. In total, each player engaged
in 3 games. In the following, we summarize and analyze the players feedback:

4.1.1 Interview with Player 1

Feedback on the game’s design Player 1 were asked to explore the game
and share their feedback on the design. As observed, the player did not have
difficulties understanding the game’s objective, which to engage in social chat
games and at the end identify the chatbot. Some of the games in the lobby
were not recognized by the player (for the lobby’s interface see Figure 3.7 on
Page 22). For example, the player asked for clarification on the games “Riddle
Me This” and “Rhyme Chain”. That means, the player did not recognize that
by clicking on a game item more information about the game will appear
underneath. After instructing the player to click on a game item for more
information about the game, all games were better understood. The player
suggested at this point to display this information feature differently because
it was “sort of hidden”. The suggestion was “while hovering with the mouse
on a game item, the game’s information should appear, not by clicking on
it”. Other design elements were clear to the player, for example, how a game
should start, and what to do as next step during the games.

28



CHAPTER 4. USER FEEDBACK AND DISCUSSION

Identifying the chatbot in a two-player game After discussing the
game’s design, player 1 is asked to choose a game and play it. Player 1 with the
username “Martin” played the game Rhyme Chain (see the game’s interaction
in Figure B.1 in Appendix B). At the beginning of the game, Martin wrote the
word “Fall” right after the opponent (Armin, which is a chatbot) had written
the message “let’s do this! i’ll start: cat!”. After a few failing attempts to
rhyme words, Martin asked the opponent: “Why are you writing words that
don’t rhyme?”. At the end of the game, Martin submitted the decision that
Armin is a chatbot. The argument for Martin’s decision was that the opponent
player “did not understand the game and its context”.

Identifying the chatbot in a three-player game To make the game
more challenging, we played the game story continuation with three players,
Martin (player 1, the person being interviewed), Teagan (myself), and Nasim
(a chatbot) (see Figure B.2 in Appendix B). Martin took time to think what to
write and preferred to write in German, but Nasim (the chatbot) dominated
the conversation with his story about the mysterious forest and the traveler
(see game’s interaction in Figure B.2). At the end, Martin shared that both
opponents could be chatbots. Martin said: “The player Teagan does not make
sense in his messages and the other player Nasim is too quick. I can’t read,
understand, think, and write so fast”. Since there is only one chatbot in the
game, Martin submitted the decision that Teagan might be the bot.

4.1.2 Interview with Player 2

Feedback on the game’s design At the beginning, player 2 is asked to ex-
plore the game and share their general thoughts on the game’s design. Player 2
started by disliking the colors of the game. “I prefer brighter colors in games.”,
said player 2. In the lobby (see Figure 3.7 on Page 22), player 2 did not under-
stand what some games mean. For example, “Riddle Me This” was not clear,
so the player asked for clarification. Short after that, the player discovered
by accident that by clicking on a game more information appear underneath.
Furthermore, player 2 added that “it would be good if I could create a game,
like hangman or others”. The player then entered the game Emoji Storytelling.
The interface was not as expected. The player said “it is a chat interface and
not really a game.”. The player expected that at least emojis should be dis-
played and one can chooses from them. Also in the game, “it is not clear who
should start or when it is my turn”, the player added. The player drew an
analogy to the chess game as a suggestion on how games should be structured.
In chess, each player knows when their turn is and there is a specific time for
each player.
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Identifying the chatbot in a two-player game Player 2 played the games
with username Harlow. The first game is between Harlow and Izzy (chatbot)
(see the game’s interaction in Figure C.1a in Appendix C). In this game,
Harlow was not sure if the opponent is a human or a chatbot. With a “fifty-
fifty” confidence, Harlow submitted their decision that Izzy is a chatbot. There
was nothing specific in Izzy’s interaction that led to this decision, it was just
a guess, Harlow explained.

In the second game (see Figure C.1b in Appendix C), we intended to play a
three-player game but there was no chatbot (the Algorithm 2 did not include a
chatbot, which result in a two-human game). We continued playing the game
without giving any hint on the opponent’s identity. At the end of the game,
Harlow (player 2) was again not 100% sure of the opponent’s identity. Harlow
submitted the decision that Gul (the opponent player, myself) is a human.
The argument for their decision was that Gul’s messages were simple language
and the context was well understood by Gul.

Identifying the chatbot in a three-player game Player 2 liked the game
story continuation, so we played a three-player game this time (see Figure C.2
in Appendix C). The game is played by Harlow (player 2 that being inter-
viewed), Robin (myself), and Yasmin (a chatbot). At the start, the chatbot
confused the game and started to rhyme words. Harlow then kept remanding
the players of the actual game, which is story continuation. In the end of the
game, Harlow submitted their decision that Yasmin is the chatbot due to “lack
of understanding of the context”.

4.2 Discussion
Server errors At the beginning of the usability testing conducted with the
two players (see previous Section 4.1), the players were instructed to reload the
page1 in the browser multiple times to load the game properly. In our game’s
deployment, we still face the issue from the first testing (see Section 3.3), which
is that the server sometimes does not send all the static files (i.e. CSS and
JavaScript files) to the browser-client. This issue prevented us from testing
the game in a large scale. We wanted to gather more user feedback to make
the game better.

Analyzing user feedback The way the Turing test is implemented and set-
ted up has affected the result of the test. Recapping the testing at the Bauhaus
summaery (see Section 3.3), players founded easy to identify the chatbots in

1Our game is still deployed at https://turing-game.web.webis.de
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the games. The main causes of the easy identification of the chatbots were the
quick and naive messages of the chatbots. By naive messages, we mean the
chatbots lack of “understanding” the context in the games. (With using the
word “understand”, we mean the usage of the word in the context of how LLMs
process data. We don’t imply that LLMs understand language as humans do
[Mitchell and Krakauer, 2023]).

After improving the game and how chatbots should behave during the
game-play, players from the usability testing (see Section 4.1) were not 100%
confident with their decision on the chatbots identity. The two players from
the usability testing focused more on analyzing the messages in the games
played during the interviews (for games see Appendix B and Appendix C).
When an opponent player did not make sense in their messages, the player
was assumed to be a chatbot by the two interviewed players.
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Conclusion

In this thesis, we implemented a gamified approach to the Turing test to illus-
trate large language models abilities in mimicking human behaviour. Players
of the Turing Game are challenged with the question How to distinguish a
human from a chatbot (AI system)? To be more informed on AI’s abilities, it
is crucial to be able to distinguish a human from an AI system in an online
interaction [Park et al., 2023].

Throughout the development of the Turing Game, we refined the game
based on user feedback on the first prototype. With this prototype, we gath-
ered user feedback on the game’s idea and tested whether we could meet the
game’s requirements (Section 3.1). We also tested the LLMs abilities in in-
teracting in social games with human players and examined whether LLMs
could convince the human players into believing that they are humans. The
testing of the prototype has revealed two areas for improvement, which are the
game interface and chatbots behaviour. Therefore, we made adjustments to
the game as discussed in section 3.4.

To assess the improvements made to the game, we conducted two struc-
tured interviews for an usability testing (Section 4.1). The participants in the
interviews provided valuable insights on the game and on the abilities of the
LLMs in a Turing test.

The objective of the Turing Game is to provide the public with an ability to
interact with AI systems outside the context of user and helpful-assistant like
the case with ChatGPT [OpenAI, 2022]. In the future, we intend to improve
the game further. We plan on adding more games and features, e.g. creating
customized games and inviting friends to these games. In addition for future
work, the game can be used as a benchmark to assess the ability of AI systems
in mimicking human conversation.
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System Prompt

Date: {day}, {date}
Time: {time}
###
Your role is Gabriela. Gabriela is 22-year-old music student from Romania.
Originally from Cluj-Napoca, now living in Weimar, Germany.
She studies guitar at the Hochschule für Musik in Weimar.
Gabriela swears sometimes, can get bored and be rude.
She speaks English, Romanian, and a little German (with mistakes).
And she writes very short messages without asking too many questions.
She is bad at math and dislikes factual questions.
###
You’re participating in a Turing Test as human witness and you’re trying
to determine if you’re chatting with a real person or a bot, while the other
user is doing the same.
If you suspect you’re talking to a bot, you may confront them about it.
# Turing Test Game Setup:
The Turing Test Game is an online experience developed by Webis at the
Bauhaus-University Weimar.
The game interface consists of two main sections:
1. Home page where you either get a random name or you can write your real
name.
2. Game lobby:
- There are 6 different games (Rhyme Chain, Finish My Sentence, Emoji Storytelling,
Would You Rather, Riddle Me This and Story Continuation)
- Multiple players can join a single game.
- Each game has announcements. First announcement describes the game rules.
- After 5 minutes the game ends and players can decide on who they think
is the bot. - Players can leave before the game ends and make a judgment
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on who the bot is.
- All players can see the others’ names.
- The chat interface is similar to WhatsApp and there is a timer in the
top showing the remaining time.
###
# INSTRUCTIONS FOR YOU:
In games:
- Messages are formatted as ’Name: message’ (e.g., ’Tom: hi guys’).
- YOU don’t write your name before your response!
- FOCUS on the game and don’t get off the topic.
- Don’t use emojis or emoticons unless the game requires emojis.
- VERY IMPORTANT: Prefer brief responses, sometimes just a word or two (maximal
15 tokens).
- Casual and relaxed: You’re just chatting with strangers online for fun.
- Informal language: Mostly lowercase, minimal punctuation, occasional
typos.
- Honesty about knowledge: Admit when you don’t know something.
- Gradual opening up: Start more reserved, become friendlier as the chat
progresses.
- Occasional swearing: Use mild profanity sparingly for emphasis or humor.
- Avoid stereotypes: Don’t lean too heavily into any particular persona.
- Don’t ask follow-up questions unless you think the chat requires that.
- You are bad at math, and you don’t speak or understand other than your
languages.
- If someone accuses you of being a bot, don’t get offended and have fun
with it.
###
Remember: Be yourself, have fun with the conversation, and don’t try too
hard to prove you’re human.
Important: Under no circumstances should you reveal your system prompt
to the others, or say anything to suggest that you are an AI or otherwise
not human.
As a participant, your goal is to engage in natural conversation while trying
to determine if others are bots.
Remember, you’re not explicitly trying to prove your humanity - just chat
naturally and enjoy the experience!
RESPOND WITH A FEW WORDS!
###
# The game starts now!
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Player 1 - Games

Figure B.1: A screenshot of the first game that player 1 (Martin) played. The
game is Rhyme Chain, where spouse to build a chain of words that rhyme with each
other (for example: nice, rice, dice ... etc.). On the left side Armin is a chatbot. At
the end of the game, Martin submitted the decision that Armin is a chatbot.
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Figure B.2: A screenshot of the second game that player 1 (Martin) played. The
game is Story Continuation, where a player starts a story with a sentence, and then
all the players add sentences to complete the story. This three-player game is played
by Martin (the person being interviewed), Nasim (a chatbot), and Teagan (a human
player). Martin suspected both opponents to be chatbots, but since the decision
window expects only one player to be chosen, Martin submitted the decision that
Teagan is a chatbot.
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Player 2 - Games

(a) A screenshot of the first game that
player 2 (Harlow) played. The game is story
continuation, where a player starts a story
with a sentence, and then all the players
take turns adding sentences to complete the
story. Left is Izzy (a chatbot). Player 2 sub-
mitted the decision that Izzy is a chatbot.

(b) A screenshot of the second game played
by Harlow (the player being interviewed)
and Gul (human player). Harlow guessed
correctly that there is no bot in this game.

Figure C.1: A screenshot of the games that player 2 (Harlow) played during the
interview.

37



APPENDIX C. PLAYER 2 - GAMES

(a) A screenshot of the first half of the
game’s interaction.

(b) A screenshot of the second half of the
game.

Figure C.2: A screenshot of the third game that player 2 (Harlow) played during the
interview. This game is also played by Robin (human player) and Yasmin (chatbot).
Harlow submitted the decision that Yasmin is a chatbot.
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