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Abstract
Twitter o�ers outstanding potential for collecting information about disaster events.
However, these disaster events usually are recorded in incident databases. Conse-
quently, we want to extract the structured data from tweets to supplement the
entries in the traditionally acquired incident databases if some of the metadata
(impact, location, description, time) is missing and create new entries, if necessary.
To accomplish this, there is a need for a linking method that allows analyzing the
relation between tweet texts and incident metadata. Unfortunately, established al-
gorithms for event detection and entity linking cannot solve this problem. Event
detection algorithms require a large volume of tweets for each event, which is of-
ten unavailable, and they do not attempt to connect tweets and incident databases.
Entity linking algorithms require named entities in the databases, which are often
missing in event databases. A new Incident Linking Framework (ILF) is proposed
and evaluated in this thesis to accomplish this task automatically. This method
is a two-step approach that includes individual components like candidate gener-
ation and candidate ranking. The candidate generation step returns the possible
incidents that match a tweet. The candidate ranking ranks these candidates indi-
vidually using scoring metrics and produces the best-�t pair of tweets and inci-
dents. There are two di�erent experiments conducted to evaluate this approach.
Results for ILF shows that tweets can automatically get assigned to the incident
database only if it matches the metadata. In addition, the candidate generation
shows promising results compared to the candidate ranking.
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Chapter 1

Introduction

Many disasters and extreme events are happening daily throughout the world.
These disasters are an unwanted occurrence caused by forces largely beyond hu-
man control that strike rapidly and without notice, threatening severe disruption
of life and property, including death and injury to a large number of people (Lone
and Subramani, 2016). Over the previous decade, more than 300 natural disasters
are harming millions and costing billions annually worldwide (Prasad and Frances-
cutti, 2017). Although these disasters are unpredictable, there are early warning
systems that can anticipate them. For instance, we monitor volcanic activity, mea-
sure water levels, precipitation, and �ood predictions. With these measurements,
we can detect or predict few disasters (like �oods, storms). To provide a foundation
for various analyses over space and time, detected incidents and corresponding ob-
servations (incident metadata) are stored in disaster or incident databases. Several
databases are available which record such incidents. For example, in the case of
earthquakes, we have United States Geological Survey (USGS). It collects, moni-
tors, analyzes, and disseminates scienti�c information regarding natural resource
conditions, challenges, and concerns. For storm, we have NOAA’s National Cen-
ters for Environmental Information (NCEI), which documents storms and other
signi�cant weather events that are severe enough to cause death, injury, consid-
erable property damage, and other noteworthy meteorological phenomena that
occur in conjunction with another event, such as record maximum or low temper-
atures or precipitation.

Similarly, there are a large number of databases from where we can access the
data. However, we cannot usually validate the impact of some of those detected
(or predicted) disasters. Satellite-based products can provide a clue where this
happened. However, we sometimes have to wait several days to get a new image
from the area of interest. We could exploit social media to �ll these gaps and to
obtain information that is not visible on a satellite image. With the increased use
of social media, people are now using it to share information or opinions through
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CHAPTER 1. INTRODUCTION

posts. These social media posts can be an additional source of data to extract the
details of an event’s impact.

Twitter is one of the most widely used social media platforms for people to
express themselves and share information. According to Whitney (2020) there are
152 million people who use Twitter daily, especially when there is a crisis in the
locality. They use hashtags and social media to spread emergency information
constantly. According to a survey on Hurricane Sandy (Baer, 2012), people were
seen communicating more regularly using social media. People were �nding as-
sistance e�ectively and e�ciently as they attempted to reach friends and family
in and out of the disaster area in need of updates on transportation, lodging, and
food. This makes it possible to manage a natural disaster more e�ciently with the
large �ow of information via social media (Kabir and Madria, 2019).

According to Wiegmann et al. (2021), many di�erent data sources generate in-
cident database entries, like USGS and NCEI. A human has to search for informa-
tion in a manual process to validate and add database entries. Social media are one
common source to support this. The main open issue still is that there are no reli-
able and general methods available to automatically identify messages from social
media containing valuable incident metadata that could be added to the database
or be utilized to validate incident database entries. In this thesis, we present an
approach to link social media posts with the incident database to validate and �ll
missing metadata entries in the incident database. As an example, a database entry
(shown in Figure 1.1) could be validated by the tweet shown in Figure 1.2. We ex-
tract the structure information like location, impact, disaster type, and timestamp
from the tweet. We use only the corresponding related details from the incident
database to link those tweets with the incident entries. This linking should also be
possible in case of slightly varying values (in other words for the same incident, un-
certain place mentions, or di�erent numbers of injuries and deaths reported). The
proposed method can serve as a foundation for extracting other database-speci�c
metadata that is not covered here.

2



CHAPTER 1. INTRODUCTION

Figure 1.1: Sample incident database entry from EM-DAT

Figure 1.2: Sample disaster related Tweet

3



CHAPTER 1. INTRODUCTION

The objective of this thesis is to provide a framework to identify those tweets
that can potentially be linked and then try to �nd the incident in a database that
�ts the best. Based on this goal, the following research questions are addressed.

RQ 1: What are the possible features that we can extract from tweets that
match with those of typical knowledge databases?

RQ 2: How can we build a linking model that will link the each tweet to
entries in the disaster database based on the features from RQ1?

RQ 3: How accurate this model to use for disaster linking?

We propose a framework with three components: Pre-processing and clas-
si�cation, candidate generation, and candidate ranking. The pre-processing and
classi�cation module takes tweets and identi�es potentially crisis-relevant tweets,
i.e., �ltering. The candidate generation takes tweets and incidents and gives a list
of incidents that match the tweets, and the candidate ranking does the ranking.
We evaluated all three on datasets with 23,673 tweets and 23,723 incidents. Pre-
processing and classi�cation module achieved an F1 score of 0.84, and the candi-
date generation module achieved a recall up to 0.89 and best Mean Reciprocal Rank
(MRR) of 0.1972 for candidate ranking. The remainder of this thesis is structured
as follows.

In Chapter 2, we overview the related studies of linking frameworks such as
Entity Linking, Record Linkage, and Knowledge Base Population (KBP). This lit-
erature review provides a solid framework for continued research in this areas.
In Chapter 3, a new methodology for incident linking is proposed. We also pro-
vide an answer to RQ1 and RQ2 in this chapter. Details on the used data sets, the
utilized evaluation metrics and the general experimental settings are presented in
Chapter 4. We show the results of each component of the proposed methods, and
we provide an answer to RQ3 Chapter 5. In Chapter 6, we present the research
�ndings and propose possible further research directions.
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Chapter 2

Related Work

This chapter overviews the various �elds related to this thesis. The most relevant
related �elds are Entity Linking, Record Linking, and Knowledge Base Population
(KBP). The Incident Linking Framework (ILF) presented in this work is based on
multiple concepts used to connect documents or web queries to knowledge-bases.

2.1 Entity Linking

Entity Linking is an Information Extraction task that connects name entity men-
tions in a web text to their knowledge-base (KB) entries (Rosales Mendez et al.,
2018). Information extraction, Information Retrieval, Content Analysis, and knowl-
edge base population are all possible applications. However, this challenge is dif-
�cult due to name variants and entity uncertainty (Shen et al., 2015).

The main entity linking system will take named entity mentions M in given
text documents and set of Entities E in the Knowledge base as in input, and it
will link the named entity mention m ∈ M to its corresponding entity e ∈ E in
the knowledge base. If there are no linkable mentions identi�ed, then that will
be tagged as NIL (a label that states that there is no corresponding entity in the
knowledge base) (Shen et al., 2015). The sample work�ow of the Entity Linking
system shown in Figure 2.1.

Shen et al. (2015) summarized that there is a three-step approach to solve the
general Entity Linking task. These steps are given below.

• Candidate generation

• Candidate ranking

• Unlinkable mention prediction
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CHAPTER 2. RELATED WORK

Figure 2.1: An illustration for the entity linking task. The named entity mention detected
from the text is in bold face; the correct mapping entity is underlined (Shen et al., 2015).

2.1.1 Candidate generation
Candidate generation is the process to retrieves candidate entities from the knowl-
edge base, based on the mentions in text documents. In the entity linking system,
the candidate generation module will consider for each entity mention m ∈ M ,
and it will include all the possible entities that m may belong to set the candidates
list Em. To make sure that the target entity can appear in the candidate, (Fang
et al., 2020) optimized the recall the candidate entities as precisely as possible.

There are many methods used to generate the candidates. All these Candidate
generation approaches are mostly focused on string comparisons between the sur-
face form of the entity mention and the name of the entity in a knowledge base
(Shen et al., 2015). According to (Hachey et al., 2013) research for any successful
entity linking system candidate generation module is critical and as important as
the candidate ranking module. Shen et al. (2015) mentioned all the main methods
to generate the candidates list which includes Name Dictionary Based Techniques,
Surface Form Expansion From The Local Document.

Name Dictionary Based Techniques: A dictionary D is a set of key-value
pairs (k,v), where K represents the list of names, and the value column repre-
sents its corresponding set of named entities. Author (Shen et al., 2015) has taken
Wikipedia as an example to construct the dictionary using a set of features pro-
vided by Wikipedia. These features include entity pages, redirect pages, disam-
biguation pages, bold phrases from the �rst paragraphs, and hyperlinks in Wikipedia
articles. Below Figure 2.2 shows the example of the dictionary-based method.

After constructing the dictionary, the simplest method for generating the can-
didatesEm for an entity mentionm ∈M is to check for the exact match or partial
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Figure 2.2: Sample part of the dictionary where K column represents the name and value
column represents the Named entities

between the name k in the key column and the entity mention m. If k = m, the set
of entities k.value are attached to the candidate entity set Em (Shen et al., 2015).

Few methods address the misspelling issue in the entity mention before match-
ing with the dictionary, which is very crucial and needs addressed speci�cally
(Shen et al., 2015). Varma et al. (2008) identi�ed spelling variations for a given en-
tity mention using the Metaphone algorithm (Deorowicz and Ciura, 2005). Chen
et al. (2010) used Lucene’s spellchecker to obtain the suggested correct string.

Surface Form Expansion FromThe Local Document: Some entity mentions
may contain acronyms. Surface Form Expansion methods check for the expanded
variations from the local documents where the entity mentions appears. Then
these methods could use these surface expansion forms for candidate generation
using the dictionary-based methods. These methods can be categorized into heu-
ristic-based methods and supervised learning methods (Shen et al., 2015).

The approaches proposed by Chen et al. (2010) and Lehmann et al. (2010) ex-
tend the entity mention in the form of an acronym by checking the textual meaning
surrounding the entity mention using heuristic pattern matching. An acronym in
parenthesis adjacent to the extension (e.g., Hewlett-Packard (HP)) and an expan-
sion in parenthesis adjacent to the acronym (e.g., UIUC (the University of Illinois
at Urbana-Champaign)) are the most similar patterns they used.

The issue with the approach as mentioned earlier (Heuristic Based Methods)
is that it will not recognize the complicated acronyms like swapped or missed
acronym letters (e.g., “CCP” for “Communist Party of China” and “DOD” for “United
States Department of Defense” ) (Shen et al., 2015). (Zhang et al., 2011) introduced a
supervised learning algorithm for locating extended forms for complex acronyms,
which improved accuracy of the module.

Methods Based on Search Engines: These methods will use web search en-
gines to recognize candidate entities by exploiting the entire web content (such as

7
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Google). Han and Zhao (2009) used the Google API to apply the entity mention
along with a brief context and selected only Wikipedia pages as candidate entities.
Furthermore, the Wikipedia search engine is used to �nd candidate entities and
will return a list of related Wikipedia entity pages (Shen et al., 2015).

2.1.2 Candidate ranking
We discussed methods for generating the candidate entity set Em for each entity
listed in the previous section. Now our problem is to rank the candidate entities
in Em and get the top entity from Em. In any entity linking system, all compo-
nents are crucial. Still, if our candidate generation step fails, we will not get the
candidate entity in the list that we are looking for in the candidate ranking. Ac-
cording to (Shen et al., 2015), these candidate ranking approaches can be divided
into supervised and unsupervised ranking methods.

Supervised rankingmethods: To "learn" how to rank the candidate entities in
Em, these approaches require annotated training data. Binary classi�cation tech-
niques, learning to rank methods, and graph-based approaches are all examples of
these approaches.

Pilz and Paaß (2011) solved the entity ranking problem with binary classi�ca-
tion methods. The binary classi�er is used to rank if an entity mention is related
to a candidate entity for given pair of a candidate entity and an entity mention. If
there are two are more candidates identi�ed, Vector Space Model based methods
are employed to rank those candidate entities (Zhang et al., 2010).

Chen and Ji (2011) elucidated learning to Rank Methods which rank framework
assigns a rank to the entity set and considers relationships between candidate enti-
ties for the same entity mention rather than treating them separately as the binary
classi�er does. Learning to rank is a class of supervised approaches whose purpose
is to create a ranking model from training data automatically.

A graph-based model creates a graph for all mentions and associated candidate
entities. The example graph-based method shown in Figure 2.3 (Chen and Ji, 2011).
A node-set of the graph represents the mentions in the document and all candidate
entities of each mention. The weight of the edge is de�ned based on the cosine
similarity. Another way of ranking the candidate entities is given by calculating
the degree of the candidate entity node (Wu et al., 2018).

Unsupervised rankingmethods: These approaches are built on unlabeled cor-
pora and do not enable the model to be manually annotated. Methods based on
the Vector Space Model (VSM) are an example of these techniques.

This is a simple way to rank candidate entities using the unsupervised Vector
Space Model (Salton et al., 1975). These methods will avoid manually annotating

8
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Figure 2.3: Graph based method example where each mention node (circle) has an edge
with its candidate entity (ellipse)

the training data, which is more expensive(Chen et al., 2010). These methods cal-
culate the similarity between the vectorial representation of the entity mention
and the candidate entity. If the selected candidate entity achieves the highest sim-
ilarity score, then it is selected as the mapping entity of entity mention (Wu et al.,
2018).

2.1.3 Unlinkable Mention Prediction
In the above sections, we went through the most commonly used candidate rank-
ing techniques to generate candidate setEm. Many methods like (Cucerzan, 2007),
contain mapping for all mapping entities for entity mentions. Some systems need
to deal with problems like predicting unlinkable mentions if there is a no matching
entities in the knowledge base. (Han and Zhao, 2009) proposed a method to predict
the unlinkable mention. This system has maintained a certain threshold for NIL
which is unlinkable mention, and top score entity is added with a speci�c score. If
the score is smaller than the given threshold, it will return as a NIL; otherwise, it
maps the entity to the mention.

The concept for linking entities is used in the thesis in an extended man-
ner, since we try to link information extracted from texts with structured data
in databases.

2.2 Record Linkage
Record linkage is the process of matching the identical records across data sources
that belong to the same entity. It has many names like deduplication, entity match-
ing. The fundamental part of all record linkage techniques is comparing two values

9
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for the same �eld to determine if the values match: for example, comparing the
�rst name between two records. Wiegand and Goerge (2019) elucidated the record
linkage systems into deterministic and probabilistic linkage systems.

2.2.1 Deterministic record linkage
The deterministic record linkage employs several logical criteria to identify mat-
ches in the two records depending on the comparability between di�erent data
items. The simple deterministic algorithm compares unique values between the
two record items. If two records match, we can consider that as a valid match.
Otherwise, it is an invalid match. To make it more complex by allowing the partial
match between the unique records by using Jaro-Winkler distance (Wiegand and
Goerge, 2019). Hagger-Johnson et al. (2015) has proposed a three-step approach to
solve the deterministic algorithm approach based on the combination of di�erent
�elds in the data set. Research on record linkage has shown a growing interest in
recent decades but research on deterministic linkage systems are very less com-
pared to other linkage systems.

In our proposed method, we do not employ any deterministic approach because
we do not have any unique values in the data set to match.

2.2.2 Probabilistic record linkage
In probabilistic record linkage, match weight is allocated to each pair of the record.
Thus, higher weights indicate a greater probability that the pair is an actual match.
When identi�ers agree, the match weight contributes positively; otherwise, it con-
tributes to the weight penalty. In the most straightforward instance, each identi-
�er contributes individually to matching weight by considering the discriminatory
value of each identi�er. For example, gender contributes weight when compared
to Date of Birth (Harron et al., 2017). Record linkage can �nd high-quality matches
that the deterministic record linkage matching method would not have achieved
(Wiegand and Goerge, 2019). According to cut-o� criteria in match weight, the
record pairings are categorized as links or as non-links. Often choosing the thresh-
old, pairs of weights over the highest threshold chosen as links, pairs of weights
below the bottom threshold as non-links. The ones which fall under the middle of
these thresholds require a manual review (Harron et al., 2017). It is vital to select
threshold values as modifying thresholds alters the balance between false matches
and missed matches (Krewski et al., 2001). According to Dusetzina et al. (2014),
selecting the best thresholds is not easy and is typically a subjective process based
on manual inspection of record pairings, which are managed by plotting the dis-
tribution of match weights.

Many linkage systems typically use a mixture of deterministic and probability

10



CHAPTER 2. RELATED WORK

techniques. Deterministic approaches are computationally cheaper compared with
probabilistic approaches and are easy to implement (Harron et al., 2017).

2.2.3 Machine learning-based record linkage
Apart from these two record linkages methods, there have been several attempts
on machine learning-based record linkage methods. The �rst approach related
to machine learning in record linkage was introduced in 2003 by (Elfeky et al.,
2003). An unsupervised clustering and probabilistic methods are compared with
the training classi�er. Even though the trained classi�er provided more reliable
results than the other methods in this study, the authors highlight the challenge
of obtaining training data. The primary constraint to supervised machine learn-
ing techniques is the di�culty of preparing enough annotated training data. For
unsupervised machine learning, the obtained results have to be inspected and in-
terpreted manually. In addition, a new training dataset must be developed for each
new reference data set incorporated in the system (Gschwind et al., 2019).

However, as discussed in the literature, a pre-trained classi�er needed to adopt
the machine learning approaches. We do not require a training classi�er in our
methods. So we do not employ these machine learning-based methods. We will
adopt only couple of methods from probabilistic methods in our system.

2.3 Knowledge base population
Knowledge Base Population (KBP) is an NLP task for creating or extending a knowl-
edge base (Glass and Gliozzo, 2018). Text Analysis Conference (TAC) an annual
series of open technology evaluations conducted by the National Institute of Stan-
dards and Technology (NIST) in 2010. The KBP track of TAC fosters the devel-
opment of systems capable of extracting data from unstructured text to populate
an existing knowledge base or to build a cold start knowledge base (create from
scratch) (Getman et al., 2018). The TAC KBP track comprises numerous tasks such
as entity discovery, linking, and slot �lling (Adel, 2018). Slot �lling is a KBP version
that searches through the document collection and supplies particular missing in-
formation (slots) with appropriate values (Glass and Gliozzo, 2018). Further in this
section, we will discuss the knowledge graph, sub-tasks of KBP, and recent litera-
ture in KBP. We may also produce a knowledge graph to represent the knowledge
in the knowledge database. In this regard, the knowledge base system adds the
nodes and edges to the graph. Node represents the mention in a text and the edges
represent the relation between the nodes (Glass and Gliozzo, 2018).

Glass and Gliozzo (2018) have divided the KBP system divided into several sub-
tasks and also suggested not to train these systems independently. The subtask of
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Figure 2.4: Knowledge graph from the text Glass and Gliozzo (2018)

KBP includes Entity Detection and Linking (EDL), Context Set Construction (CSC),
relation prediction, and reasoning. The following �gure illustrates the association
of these components.

Figure 2.5: Knowledge graph from Glass and Gliozzo (2018)

Entity Detection and Linking (EDL) again divided into three di�erent sub-
tasks: entity detection, co-reference, and entity linking. The main aim of this task
is to identify the mentions of the nodes and link them to the knowledge base. Con-
text Set Construction (CSC) system collects textual evidence for the relation predic-
tion phase, recognizing contexts in documents where two-node mention transpires
together. Relation prediction and Reasoning the �nal sub task, which incorporates
structured knowledge to predict the new triples.

The KBP task is also indicated as an automated knowledge base and population
(Glass and Gliozzo, 2018). Recent academic study has gained substantial interest
from the automated knowledge base and population. Since the size of the knowl-
edge is kept expanding, the necessity for automatic building and population of
knowledge bases emerged. Existing knowledge bases usually are incredibly un�n-
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ished (Asgari-Bidhendi et al., 2021). Therefore, automatic construction of knowl-
edge bases from scratch, populating them with missing information, and adding
new knowledge has attracted academic attention.

Asgari-Bidhendi et al. (2021) has proposed the FarsBase Knowledge Base Popu-
lation system, which consists of state-of-the-art modules such as an entity linking
module and information and relation extraction modules for the Persian language.
In addition to that, canonicalization was introduced to link extracted relations to
FarsBase properties. Canonicalization is the task of mapping the sentences in plain
text into predicates in the knowledge base. The canonicalization quality of the
KBP system can directly impact its quality. To minimize the human intervention,
they have used knowledge fusion techniques. The results obtained suggest that,
it works mainly with separate extractor components, the precision of knowledge
extraction increased by utilizing a fusion module.
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Chapter 3

Proposed Approach

In this chapter, we establish the central approach for the Incident Linking Frame-
work. We introduce the main idea of the incident linking method and steps, in-
cluding classi�cation, preprocessing, candidate generation, and candidate ranking.

3.1 Incident Linking Framework
For this thesis, we have acquired a microblogs stream of tweets, and the incident
database is an event archive taken from online portals based on di�erent time-
frames from 2011 to 2019 (see the Chapater 4). The primary method of our Inci-
dent Linking Framework (ILF) is to build the semantic link between the tweet and
incident database. This semantic link is established based on di�erent features
provided by tweets and incidents by checking the similarity between each tweet
and the incident. Thus, it is not a binary decision but rather a similarity metric
developed, which helps integrate the involved features with di�erent scores.

The Incident Linking Framework contains three di�erent steps necessary to
link the tweets with the incident database. These steps are listed below and the
pipeline of the ILF is shown in below Figure 3.1.

1. Pre-processing and classi�cation for tweets

2. Candidate generation

3. Candidate ranking

As shown in Figure 3.1, pre-processing and classi�cation component will take
raw tweets as an input and will perform all the pre-processing steps. Then, we will
give the resultant tweets and the incident database to the candidate generation
component to generate the candidate sets. Each candidate in the candidate set
contains the tuple (tweet, incident). Finally, the candidate ranking component will

14



CHAPTER 3. PROPOSED APPROACH

Figure 3.1: ILF pipeline which takes tweets and incidents as an input which gives tweets
and incident links as an output

take the candidate set as an input, rank the individual candidate pair, and give top
rank tweet and incident pairs.

3.1.1 Pre-processing and classi�cation of tweets
Twitter users usually post their tweets with 280 characters short text. Unfortu-
nately, these short texts are often hard to understand for a machine due to informal
language, grammar, spelling errors and abbreviations and also contain irrelevant
information like usernames, hashtags and URLs are not helpful to train a general
classi�er for various events. To avoid that a classi�er learns these incident-speci�c
patterns, we have to remove them from the text using text mining techniques. In
our preprocessing step, we have removed all the unnecessary information present
in the tweets listed below.

• URLs

• Hashtags, Mentions, Reserved words (RT, FAV)

• Emojis, Smileys

• Converted text into numbers if they present any

15
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In the classi�cation, we have obtained a pre-trained classi�cation model from
Wiegmann et al. (2020) to classify the tweets. This model is a state-of-the-art model
that tells whether the tweet is related to a disaster. This step will allow us to remove
the irrelevant tweets before giving it a model, and it improves the performance of
the overall system.

3.1.2 Candidate generation
In this step, we primarily focus on extracting possible entities from the tweets
called tweet entity mentions, including location, disaster type, impact (number of
deaths), and time. We used pre-trained NER models like Spacy (Honnibal et al.,
2020) to extract these possible entity mentions from the tweet. Consequently, we
have extracted the corresponding incident entities from the incident databases.
After extraction, we measure the similarity between an entity mention and the in-
cident entity, and if it matches, we considered that incident entry as a candidate for
that tweet. We have divided these candidates generation step into four sets based
on the metadata that we can extract from the tweet. At the end of the candidate
generation step, we have combined all these sets to generate one candidate set.

• Location-based candidates

• Disaster type-based candidates

• Impact-based candidates

• Time-based candidates

Location-based candidates

To generate the location candidate set, we have extracted the location mentions
from the tweet using pre-trained models called Spacy (Honnibal et al., 2020) and
nominatim (Sarah Ho�mann, 2020). After extraction, we retrieved location entities
from the incident database and examined the coordinate di�erences and word simi-
larity between extracted locations and locations presented in the incident database.
If these two locations satisfy the following conditions, we added that as a candidate
for that tweet.

1. If the location of the tweet matches the exact location of an incident location.

2. If tweet location or its country or its state corresponds with the precise lo-
cation of an incident location.
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We have implemented similarity metric SimFL(tLj , i
L
k ) to check these. Apart from

these conditions, we included the time constraint. If the di�erence between tweet
time and incident time falls under a certain threshold, we only consider that as a
candidate. We assign the threshold value based on the disaster type. The following
formula was developed to generate the location-based candidate set CL.

CL = {(tj, ik) | ∀ j ∈ {1, ..., nt}, k ∈ {1, ..., ni} : SimFL(tLj , i
L
k )∧∆T(tj ,ik) < τ}

where:
CL = Location-based candidates
t = Tweet
i = Incident database entry
SimFL = Similarity function for location
tLj = Location mention for tweet j
iLk = Incident location entity
j, k = index values
∆T(tj ,ik) = Di�erence between incident entry time and tweet time in hours
τ = time threshold (based on disaster type)
For example, NER recognizes "Columbia" in the tweet, and check for "Columbia"

location across all entries of the database. If we �nd any, we consider that as a
candidate for that tweet only if it falls under the given time threshold. Figure 3.2
illustrates the location mention in the tweet and the location entity in the incident
database.

Disaster type based candidates

To generate the disaster type-based candidate set, we have built a separate list
that contains related incident types and synonyms for each incident type. Then we
extracted the disaster type mentions from the tweet based on the occurrence of one
of the keywords in the list. We compared these extracted disaster type mentions
with the corresponding entry in the incident database. If these two disaster types
satisfy the following conditions, we only added that as a candidate for that tweet.

1. If the disaster type of the tweet matches the exact disaster type of an incident.

2. If the disaster type of the tweet and disaster type of an incident �ts relatively
(synonym of disaster type).

We have implemented similarity metric SimFD(tDj , i
D
k ) to check these conditions.

Apart from these, we included the time constraint. If the tweet time and incident
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Figure 3.2: Tweet location - Incident location

time fall under a certain threshold, then only we consider that as a candidate. The
following formula describes to generate the disaster type candidates.

CD = {(tj, ik) | ∀ j ∈ {1, ..., nt}, k ∈ {1, ..., ni} : SimFD(tDj , i
D
k )∧∆T(tj ,ik) < τ}

where:
CD = Disaster type-based candidates
t = Tweet
i = Incident database entry
SimFD = Similarity function for disaster type
tDj = Disaster type mention for tweet j
iDk = Incident disaster type entity
j, k = index values
∆T(tj ,ik) = Di�erence between incident entry time and tweet time in hours
τ = time threshold (based on disaster type)

18
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For example, we found “mudslide” in the tweet, and we check for the mudslide
or relative disaster type across the database. If we �nd any, we have added that as a
candidate for that tweet and if it falls under the given time threshold. The following
Figure 3.2 illustrates the disaster type mention in the tweet and the disaster type
entity in the incident database.

Figure 3.3: Tweet disaster type - Incident disaster type

Impact based candidates

To generate the impact-based candidates, we extracted the cardinal mentions from
tweets using NER. We compared these cardinal mentions with the corresponding
number of deaths in the incident database. If these impact numbers satisfy the
following conditions, we added that as a candidate for that tweet.

1. If the numerical value presented in the tweet matches the exact value of the
number of deaths of an incident.
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2. If the numerical value given in the tweet and number of deaths of an incident
database �ts relatively.

We have implemented similarity metric SimFI(t
I
j , i

I
k) to check these condi-

tions. Apart from these, we included the time constraint. If the tweet time and
incident time fall under a certain threshold, then only we consider that as the can-
didate. The following formula was used to generate the impact candidate set.

CI = {(tj, ik) | ∀ j ∈ {1, ..., nt}, k ∈ {1, ..., ni} : SimFI(t
I
j , i

I
k) ∧∆T(tj ,ik) < τ}

where:
CI = Impact-based candidates
t = Tweet
i = Incident database entry
SimFI = Similarity function for impact
tIj = Impact mention for tweet j
iIk = Impact disaster type entity
j, k = index values
∆T(tj ,ik) = Di�erence between incident entry time and tweet time in hours
τ = time threshold (based on disaster type)

For example, If we found “6” in the tweet, we check for the fatalities or deaths
across the incident database. If it exactly matches or partially matches (near to 6
like 7 or 5 ), we have added that as a candidate for that tweet and only if it falls
under the given time threshold. The following Figure 3.2 illustrates the disaster
type mention in the tweet and the disaster type entity in the incident database.
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Figure 3.4: Tweet impact - Incident impact

Time based candidates

In this step, we have extracted the timestamp for each tweet and timestamp of
incident entry in the disaster database. Based on these time stamps, we have cal-
culated the di�erence between the tweet time and the starting time of the incident
database entry. If the contrast of the time matches the threshold, we consider that
tweet and incident as a candidate set. We assign the threshold value based on
the disaster type like we mentioned above. The following formula was used to
generate the candidate set for time.

CT = {(tj, ik) | ∀ j = (1, ..., nt), k = (1, ..., ni) : ∆T(tj ,ik) < τ = True}

where:
CT = Time-based candidates
t = Tweet
i = Incident database entry
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∆T(tj ,ik) = Di�erence between incident entry time and tweet time (no of hours)
i, j = index values
τ = time threshold (based on disaster type)
The following Figure 3.5 illustrates the timestamp in the tweet and the disaster

starting time entity in the incident database.

Figure 3.5: Tweet time - Incident timestamp

Candidate generation Algorithm

In previous sections, we have generated the individual candidate sets for each pos-
sible entity mentions extract from the tweet. Now we have combined all these
separate candidate sets to make it one candidate set. The below algorithm works
only for generating each candidate set that we de�ned in the above sections. Each
time of generating the candidate set , the function SimF p(tm, ie) takes one of the
parameters L (Location), D (Disaster-type), I (Impact) to check for the similarity.
If it matches or partially matches, it returns the True. ∆(ttime, itime) is used only
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to generate the time-based candidate set. If the contrast of the time matches the
threshold, then the function returns the True. These returned individual candidate
sets are combined to generate the �nal candidate set.
Algorithm 3.1: Candidate generation
Input: Tweets T = tn , n = 1, 2, . . . , tn

Incidents I = ik , k = 1, 2, . . . , kn
Output: Individual candidate set C
Tm = ExtractMentions (T );
Ie = GetEntities(I);
Let C = {∅}
foreach Tweet Features tm ∈ Tm do

foreach Incident features ie ∈ Ie do
c = [∅]
if time(tm, ie) < T AND D == 1 then

Flag = SimF p(tm, ie) or ∆(ttime, itime) < τ ; p = L,D,I
if Flag == True then

c.insert(tm, ie) ;
end

end
end
C.insert(c)

end
return C

• ExtractMentions(): This function extracts the structured data from the un-
structured tweet using pre-trained NER. It takes the tweets as an input, and
it will identify the mentions in the tweet. For example, if we operate this al-
gorithm for a location-based candidate set for tweet "Mudslide collapses on
bus in Colombia, six dead" and this function extracts the location mention
"Colombia" from the tweet.

• GetEntities(): This function will get the required features from the inci-
dent database. It takes the incident database entries as an input, and it
will extract the entities in the incident entries. For example, if we oper-
ate this algorithm for a location-based candidate set for incident database
entry "Incidentid : 4718XXX , location : "Colombia", start_time : 2011-12-
08T08:00:00.000Z , type : landslide" and this function returns the incident
location entity "Colombia".
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3.1.3 Candidate ranking
In the candidate set, many incidents are attached to a single tweet. We now have
to decide which is the most probable incident. Our next task is to link each tweet
with the most similar incident candidate and output the most likely candidate or
none. To achieve this, we have developed a score metric for each candidate in
the candidates list by measuring the similarity between tweet entity mention and
incident entity. After adding all scores, we identi�ed the top score candidate and
established the semantic link between the tweet and the incident.

We have used four di�erent scoring functions for each measure to generate
individual scores. Individual scores are combined to get the total score for the
candidate, and four scoring functions are described below.

Location score

To generate the location score, we have checked the similarity between the tweet
location and incident location for the candidate in the candidate list. Then, we
have tokenized the location in the disaster database into tokens. If tweet location
and part of the incident location match, we will add a speci�c score. In the end, we
will calculate the total score for location by summing all the scores and add them
to the candidate set. We have implemented a SimSL score metric to calculate the
speci�c score. This function will take tweets and incidents as input, and it will
tokenize and calculate the individual similarity scores by checking how accurately
they match. If it �ts accurately, then the score is 0.5; if it matches partially, the
score will be 0.25. At the end, these scores will be summed. A detailed example is
also given below.

We have used the following function to check for the similarity score between
the tweet location and incident location.

CLScore = SimSL(t, i),∀(t, i) ∈ CL

where:
CLScore = Location similarity score
t, i = Tweet , Incident entry
CL = Location-based candidate set
SimSL = Similarity score function for location

For example, let’s take a tweet, which the location says “Colombia bosa,". On
the other hand, we have two incident entries. Their location says "Colombia" and
“Colombia; Bosa," respectively. We give these tweet and incident entries to the sim-
ilarity score function SimSL. The tweet and second incident entry combination
returns more scores (0.5) than the �rst incident entry combination (0.25).
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Disaster type score

To generate the disaster type score, we have estimated the similarity score be-
tween the mentioned disaster type in the tweet and the disaster type in the inci-
dent database. If the mentioned disaster type and incident disaster type matches
accurately or matches its synonym, we add a speci�c score to the candidate. We
have implemented a SimSD score metric to calculate the disaster type matching
score. This function will take tweets and incidents as input, and it calculates the
individual similarity scores by checking how accurately they match. If it �ts ac-
curately, then the score is 0.60; if it matches partially, the score will be 0.40. In the
end, these scores will be summed. A detailed example is also given below.

We have used the following function to check for the similarity score between
the tweet disaster type and incident disaster type.

CDScore = SimSD(t, i),∀(t, i) ∈ CD

where:
CDScore = Disaster type similarity score
t, i = Tweet , Incident entry
CD = Disaster type-based candidate set
SimSD = Similarity score function for disaster type

For example, let’s take a tweet, which the disaster type says “landslide". On the
other hand, we have two incident entries. Their disaster type says "landslide" and
“mudslide," respectively. We give these tweet and incident entries to the similarity
score functionSimSD. The tweet and �rst incident entry combination return more
scores(0.6) than the second incident entry combination(0.4).

Impact score

To generate the disaster impact score, we evaluated the similarity score between
the mentioned disaster impact (number) in tweet and the number of deaths in the
incident database. If it matches exactly, then we add some score. An if it partially
matches, it will add some score. In the end, we will combine all the scores and add
them to the candidate. We have implemented a SimSI score metric to calculate
the impact matching score. This function will take tweets and incidents as input,
and it calculates the individual similarity scores by checking how accurately they
match. The assigned scores are between 1 and 0. These scores are based on the
accuracy of their match. A detailed example is given below.

We have written the following function to check for the similarity between the
tweet impact and incident disaster impact.
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CIScore = SimSI(t, i), ∀(t, i) ∈ CI

where:
CIScore = Impact similarity score
t, i = Tweet , Incident entry
CI = Impact-based candidate set
SimSI = Similarity score function for impact

For example, tweet "Mudslide collapses on bus in Colombia, 6 dead" which
is numerical value "6" in it. On the other hand, we have three incident database
entries. These entries have recorded the no of deaths "6", "4" and "10" respectively.
When we score these tweet with three incident database entries using SimSI , the
�rst combination of tweet and incident entry returns a higher score(0.5 - Exact
match ), and the second combination returns less score than the �rst combination
(0.3 - partial match). Likewise, the third combination returns a lower score when
compared to the second combination (0.2 - relatively partial matching).

Time score

We have evaluated the similarity score between the tweet time and incident start-
ing time to generate the time score. We have added the score to the candidate by
calculated based on the time di�erence between tweet time and the incident time.
If time falls under certain threshold then we have added the score as "1" other wise
we added as "0".

CTScore = SimST (t, i),∀(t, i) ∈ CT

where:
CTScore = Time similarity score
t, i = Tweet , Incident entry
CT = Time-based candidate set
SimST = Similarity score function for time

After generating these scores individually, we calculated the total score by enu-
merating all the scores and add these scores to the candidate list. We return the
most likely candidate from this scored candidate list by considering the top score
candidate in the candidate list.

Candidate Ranking algorithm

The following algorithm demonstrates the candidate ranking for the generated
candidate set in the previous step.
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1. GetScore(): This function will consolidate all the individual scores that we
determined previously. It will take tweet and incident as input, and it cal-
culates the score between all the tweet entity mentions and incident entities
separately. In the end, it will sum all the scores to generate the �nal score
for a given combination of tweet and incident.

2. GetTopRank(): This function will take the candidate with scores as an input
and returns the candidate which has highest score.

Algorithm 3.2: Candidate ranking
Input: Candidate(C)
Output: Lie Linked candidates
Let CL = {∅}
foreach Tweet t and Incident i ∈ C do

l = [∅]
foreach i in Incident do

Totalscore = GetScore(t, i)
l.append (totalscore, i)

end

if length(l) == True then
Cs.append(T, l) ;

end
end
Lie = GetTopRank(Cs)
return Lie

27



Chapter 4

Experiments

This chapter’s main goal is to evaluate our proposed method using di�erent exper-
iments with a given corpus. In Section 4.1, we overview datasets to conduct the ex-
periments. In Section 4.2, we introduce the basic evaluation metrics for this study.
In Section 4.3, we conducted two di�erent experiments to evaluate our method.

4.1 Datasets
To evaluate our approach, we used a tweets datasets that consist of approximately
30% of the total Twitter stream in di�erent sized time windows (one hour to one
day) from December 2011 to October 2019. Thus, a total of 414 million tweets stand
for the one-time span of a little less than 180 hours available. Automated �lters
reduced the number of tweets to 23,673 (Juch, 2021). Consequently, we have an
incident database with the same time frame as tweets datasets.

Figure 4.1 shows the statistics of the 15 datasets and 15 incident databases.
There is a total of 23,673 tweets and an average of 1,578 tweets in each dataset.
There are 23,723 incident entries and an average of 1,581 entries in each dataset in
the incident database.

Before we receive the datasets, manual annotations have been done on these
datasets by Juch (2021). Manual annotations contain information about each tweet
that could explicitly linked to an incident in a database accordingly. We use these
annotations to verify our proposed approach. After examining these manual an-
notations, there are 15 datasets, among which eight datasets have the entries to
match with the tweets. Therefore, we have considered only those datasets to ap-
ply to our method.
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Figure 4.1: Complete statistics of the tweets count and incident database count

4.2 Evaluation metrics
To evaluate our method, we used the standard metrics for the linking-based sys-
tem. These metrics include precision, recall, and F1 score. We have used the Mean
Reciprocal Rank (MRR) for order in the search results. To achieve this, we have
used the Mean Reciprocal Rank (MRR). To evaluate our proposed method, we have
used F1- score to classi�cation. To assess the candidate generation, we have used
recall, and also we have applied MRR for candidate ranking.

In this thesis, we identify tuples (t,i) of one tweet t and one incident i, and
the design of our method is intended to achieve high evaluation metrics. In the
experiments, we investigate how well each step works and then determine which
step should be adjusted. The following data table illustrates the confusion matrix
for classi�cation and candidate generation in ILF (Hand and Christen, 2018).

True link status
Match Non-match

Predicted link status match True positive (tp) Flase positive (fp)
non-match False negative (fn) True negative (tn)

Table 4.1: Data Table for evaluating ILF
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1 Precision

The formula for the precision of ILF system is calculated using the below for-
mula. The proportion of compared record pairs (Tweet, Incident) classi�ed
as matches that are true matches (Hand and Christen, 2018).

Precision =
tp

(fp+ tp)

2 Recall

The formula for the recall of ILF system is calculated using the below for-
mula. The proportion of true matching record pairs (Tweet, Incident) that
are classi�ed as matches (Hand and Christen, 2018).

Recall =
tp

(fn+ tp)

3 F1-Score

In the above, we have seen the formulas for precision and recall. Sometimes
these measures are consider together as F1- Score in order to calculate sin-
gle evolution for entity system. The harmonic mean of precision and recall
de�ned as a F1- Score (Wu et al., 2018).

F1 Score =
2× Precision×Recall
Precision+Recall

4 Mean Reciprocal Rank (MRR)

Radev et al. (2002) de�nes the MRR as the multiplicative inverse of the rank
of the �rst accurate answer. The mathematical formula for MRR is given
below.

MRR =
1

| Q |

|Q|∑
i=1

1

ranki

where ranki refers to the position of the �rst relevant document for the i-th
query and we ignore the other relevant items if they present any. Entezari
(2020) provided an example for MMR. In the Figure 4.2 , for the �rst query,
the correct position is located at the 3rd position, and we assign 1/3 for that
position. The scores are calculated for di�erent queries, and we take the
average scores for all queries.
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Figure 4.2: MRR Example Entezari (2020)

4.3 Experimental setup
To appropriately evaluate the contributions of this thesis, we carried out two ex-
periments for the ILF method. For these two experiments, we somewhat adjusted
the ILF approach. We named the original approach as ILF Method - 1 and the mod-
i�ed approach as ILF Method - 2. As discussed in Chapter 3, we have chosen four
individual sets for candidate generation. In ILF Method - 1, we have selected only
three candidate sets (location, disaster type, impact) in the candidate generation
module, and we ignored the time candidate set. ILF Method - 2 chooses all the
four candidate sets. The classi�cation and ranking module will be the same for
both methods and used before generating the candidates.

The main aim of these two experiments is to identify the importance of time
constraints. We have checked the individual recall value for candidate generation
and MRR for candidate ranking in every experiment. We have drawn the results by
comparing both of these experiments. We have also evaluated the average number
of candidate entries for each tweet in given datasets to check the system’s perfor-
mance. In the next chapter, we show the results of these mentioned experiments.
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Results and Discussion

This section outlines the experimental results and discussion of this study. As dis-
cussed in Chapter 4, we have considered two algorithms to evaluate our research.
We have admitted only location, disaster type, and impact measures in the candi-
date generation module in the ILF Method - 1. In the ILF Method - 2 also follows
the ILF Method - 1, but we also included the time criterion in it. The evaluation of
these algorithms takes place in two measures called intrinsic metrics and extrinsic
metrics.

• Intrinsic metrics: We evaluate each module individually without the side
e�ects from others.

• Extrinsic metrics: we measure the whole application with cascading er-
rors.

5.1 Classi�cation
As discussed in Chapter 3, we have applied pre-trained models to our datasets, and
we have calculated the F1- Score (Intrinsic). The following �gure illustrates the
individual f1-scores for each datasets. We have also calculated the micro average
for this classi�cation module, and it exhibits an F1- Score of 0.86.

Wiegmann et al. (2020) mentioned 0.88 is the best F1- Score for their experi-
ments on tweet corpus 2020. In our case, we have got 0.86 which is very close to
the best score. We have achieved good results by using these pre-trained models.
Figure 5.2 reveals, that a lower F1-scoe of 0.64 was obtained for the dataset "Dec
9-10, 2011".

This pre-trained classi�er which we used in the thesis, is purely language-
dependent and will acknowledge the tweets only in English. From these results, we
also observed a couple of tweets were identi�ed as disaster-related tweets though
no information helps to connect them with an incident.
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Figure 5.1: F1 - Scores of classi�cation module (intrinsic)

5.2 Candidate generation
As we mentioned in Chapter 4, we have measured the recall value for both the
methods, and the results are shown in the below �gure. The micro average of ILF
Method - 1 exhibits a recall value of 0.69, and ILF Method - 2 shows a better recall
value of 0.89. We also calculated the count of the candidates for each algorithm.
The average count of ILF Method - 1 is 95, and for ILF Method - 2, it’s 418.37.

Figure 5.2: Candidate generation recall of datasets

As shown in the above �gure, our candidate generation module exhibits good
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results with both the algorithms except for few datasets like "Jan 9, 2018" and "July
06, 2019 ". For both datasets ILF Method - 2 performed better results than the
ILF Method - 1. Though the recall was better for ILF Method - 2, it shows the poor
performance because of the average count of each candidate set. The average count
was more in ILF Method - 2 than ILF Method - 1.

In the candidate generation module, we initially used only spacy to recognize
the location mentions in the tweet. The recall was very low because Spacy could
not identify the few locations present in the tweet (Eg. Frisco). Later, we used two
di�erent NER’s (Spacy and Nominatim) to make the better recall.

5.3 Candidate ranking
We have measured the individual candidate ranking module with intrinsic mea-
sures, and we use extrinsic measures to evaluate the overall system with cascading
errors. The best score for MRR is 1, and the lower score is 0. Below, Figure 5.3
shows the comparison of MRR for ILF Method - 1 and ILF Method - 2. The average
MRR (Intrinsic) of ILF Method - 1 and 2 is 0.1912 and 0.0329, respectively.

As manifested in the below Figure 5.3, ILF Method - 1 shows better MRR val-
ues than the MRR values of ILF Method - 2, but for the datasets like "Mar 20-21,
2018" and "Mar 03-04, 2019" demonstrated poor results. Nevertheless, the system
performance was also good for ILF Method - 1 when compare to ILF Method - 2.

The ILF Method - 1 worked so well on the Oct 15, 2019 dataset because the
dataset was small, and the average number of candidates for each tweet is 52
compared to other datasets. Two data sets return MRR value as 0. Though these
datasets performed well in the candidate generation, they did not work well in the
candidate ranking. For better MRR we need to adjust the scoring functions.
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Figure 5.3: MRR values of ILF Method - 1 Vs ILF Method - 2 (Intrinsic)

Figure 5.4 shows the extrinsic values for MRR of ILF Method - 1 and 2. The
average MRR (Extrinsic) of ILF Method - 1 and 2 is 0.1912 and 0.0329, respectively.

As illustrated in the above �gure, the overall MRR values of ILF Method - 1
expose better results than ILF Method - 2. However, even if ILF Method - 1 shows
better results for half of the datasets, it shows poor results. Therefore, the overall
performance of algorithm1 shows better results than ILF Method - 2.

Figure 5.4: MRR values of ILF Method - 1 Vs ILF Method - 2 (Extrinsic)

Table 5.1 and Table 5.2 shows the overview results for all the datasets for ILF
Method - 1 and ILF Method - 2. In addition, we have also calculated the micro
averages for all the algorithms shown in Table 5.3.
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CHAPTER 5. RESULTS AND DISCUSSION

Datasets
Classi�cation

F1 Score
(Intrinsic)

Candidate
generation

recall
(Intrinsic)

Candidate
generation

count
(Intrinsic)

Candidate
ranking

MRR
(Intrinsic)

Candidate
ranking

MRR
(Extrinsic)

Dec 9-10, 2011 0.64 1 61.62 0.3200 0.2100
Jan 10-11, 2012 0.79 0.9 47.32 0.0600 0.0100
Sep 28-29, 2017 0.95 0.1 129.03 0.0080 0.0030
Jan 9, 2018 0.88 0.45 94.56 0.1500 0.0800
Mar 20-21, 2018 0.92 1 158.63 0 0
Mar 03-04, 2019 0.94 0.99 128 0 0
July 06, 2019 0.92 0.08 108 0.0400 0.0135
Oct 15, 2019 0.8 1 52 1 0.8000

Table 5.1: Overview results of ILF Method - 1

Datasets
Classi�cation

F1 Score
(Intrinsic)

Candidate
generation

recall
(Intrinsic)

Candidate
generation

count
(Intrinsic)

Candidate
ranking

MRR
(Intrinsic)

Candidate
ranking

MRR
(Extrinsic)

Dec 9-10, 2011 0.64 1 977 0.0500 0.0010
Jan 10-11, 2012 0.79 0.90 462 0.0031 0.0015
Sep 28-29, 2017 0.95 0.24 557 0.0400 0.0215
Jan 9, 2018 0.88 0.98 918 0.0116 0.0044
Mar 20-21, 2018 0.92 1 145 0.0600 0.0400
Mar 03-04, 2019 0.94 1 128 0.0010 0.0004
July 06, 2019 0.92 1 108 0.0452 0.0034
Oct 15, 2019 0.8 1 52 0.0530 0.0265

Table 5.2: Overview results of ILF Method - 2

Datasets
Classi�cation

F1 Score
(Intrinsic)

Candidate
generation

recall
(Intrinsic)

Candidate
generation

count
(Intrinsic)

Candidate
ranking

MRR
(Intrinsic)

Candidate
ranking

MRR
(Extrinsic)

ILF Method - 1 0.84 0.69 95 0.1972 0.1395
ILF Method - 2 0.84 0.89 418 0.0329 0.0123

Table 5.3: Overview (micro average)
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CHAPTER 5. RESULTS AND DISCUSSION

Overall, the candidate generation module worked well in terms of recall. The
candidate ranking module is obtained a lower MRR for most datasets because the
average number of candidates is so high for each tweet. Improvement in the simi-
larity function that is used in candidate generation will reduce the no of candidates.
In ILF Method - 1, the candidate ranking module failed in two datasets. It means
that there is no matching entry related to any of the tweets in those datasets. By
adjusting the scoring functions that we discussed in Chapter 3, it may improve the
better results.

Conclusively, we have answered the RQ1 in chapter 3 to extract the di�erent
features like location, disaster type, impact, and time from the tweets that match
the entries in the incident database (Knowledge database). To answer RQ2, we have
used the features mentioned above to build the ILF that identi�es all the tweets
and matching incident database entries (explained in chapter 3). In this chapter,
we have answered RQ3 about the e�ciency of the proposed approach.
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Chapter 6

Conclusion

This thesis explored a new methodology for linking each tweet with the incident
database. We have also investigated and developed two key components of the
incident linking framework, candidate generation and candidate ranking, and used
the pre-trained model for classi�cation. Based on the features that we can extract
from the tweet.

Moreover, we have developed two algorithms for candidate generation. We
veri�ed one of its candidate generation modules was so in�uential on our datasets.
From our experiments conducted in Chapter 4, we assumed that better location
identi�ers (NER) make our candidate generation algorithms more powerful. Fur-
thermore, we have also learned that using two di�erent NER’s makes better recall.
Still, the system’s performance will get lower due to the heavy no of candidates
generated by the system.

Finally, we can use this method to link the tweets with the incident database,
but candidate generation and candidate ranking modules need to be improved for
better results. For example, in our candidate generation module, the average num-
ber of incidents for each tweet is more than the usual number (30-40). These num-
bers a�ect the candidate ranking module with MRR.

6.1 Future Work
Several things may be worth some additional research and this thesis serves as
reasonable beginning points for any future study.

In our approach, we have mainly concentrated on linking the tweets with the
incident database entries. Still, we may be enhancing this system by creating the
missing entries in the database.

Location extraction from tweets is a critical aspect (e.g., disambiguation (state,
country, or city-level? which country?) or realizing that there was a mention of a
Mountain) that may drastically enhance the performance.
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CHAPTER 6. CONCLUSION

Our proposed approach is con�ned to English-related tweets. Further research
on this study, we plan to use the technology of cross-lingual information linking
of the tweets. We have employed only the probabilistic record linkage method
for candidate ranking, where we add some weight based on the similarity. We
may be leveraging advanced techniques in future work, such as Convolutional
Neural networks (CNN) and Long Short Term Memory (LTSM) networks, to rank
the candidates.
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