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Abstract

Podcasts have emerged as a popular medium for delivering diverse content in
informal and conversational formats. However, without effective topic seg-
mentation, listeners struggle to navigate lengthy, unstructured transcripts,
making it difficult to locate relevant discussions within an episode. The un-
structured nature and inherent noise in podcast transcripts present significant
challenges for topic segmentation. This thesis introduces two advanced seg-
mentation methods: one that leverages large language models for semantic
similarity thresholding with iterative refinement, and another that employs a
transformer-based approach with BIO labeling for supervised sequence classi-
fication. Both methods are evaluated against a classical TextTiling baseline
using manually annotated transcripts. The results demonstrate that incorpo-
rating deep semantic representations and contextual modeling leads to more
accurate identification of topic boundaries, thereby enhancing content naviga-
tion and information retrieval in the podcast domain.
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Chapter 1

Introduction

The exponential growth of podcasts as a medium for delivering news, entertain-
ment, and educational content has created an unprecedented volume of spoken
audio data. Unlike traditional written texts, podcast transcripts are charac-
terized by informal language, conversational flow, disfluencies, and a lack of
clear structural markers. These properties pose unique challenges for natural
language processing, particularly for the task of topic segmentation, where the
goal is to divide a long transcript into semantically coherent segments.

The motivation for this research stems from the observation that, as with
YouTube videos, a significant portion of podcast content remains underutilized
due to the absence of effective content organization. Without clear segmenta-
tion, users are forced to sift through lengthy, unstructured transcripts to locate
relevant information. By automatically segmenting transcripts into topics, the
accessibility of podcast content can be significantly improved. This not only
enhances content navigation and summarization but also lays the foundation
for downstream applications such as information retrieval and discourse anal-
ysis.

The task of segmenting podcast transcripts additionally shares conceptual
similarities with video segmentation methods used for YouTube content (Fig-
ure 1.1). In YouTube video segmentation, the objective is to partition long
videos into meaningful segments—often using a combination of visual, au-
dio, and textual cues—to facilitate content navigation, summarization, and
retrieval. Although podcast segmentation relies solely on the textual modality
derived from automatic speech recognition, the underlying principles remain
analogous. Both tasks require the identification of topic boundaries that en-
able efficient indexing and improved user experience. This work adapts and
extends methodologies inspired by multimedia segmentation research, partic-
ularly those techniques employed in the context of YouTube videos, to the
domain of podcast transcripts.
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CHAPTER 1. INTRODUCTION

Figure 1.1: YouTube video segmentation with and without chapters, illustrating
the difference in the progress bar. Source: https://www.youtube.com/watch?v=
WvPOshC74Og

The primary goal of our research is to develop an automated system capable
of decomposing lengthy podcast transcripts into meaningful segments that
accurately reflect topic shifts within the discourse. To achieve this, we adopt a
hybrid approach that integrates classical unsupervised methods with state-of-
the-art deep learning techniques. We implement and evaluate three automated
segmentation methods:

1. TextTiling: A classical algorithm that detects topic boundaries by ana-
lyzing lexical cohesion through sliding window comparisons. We capital-
ize on the distribution of words across text blocks to identify significant
shifts in content.

2. LLM-Based Topic Extraction with Similarity Thresholding: We
leverage the semantic understanding of large language models to extract
primary topics from the transcript and assign sentences to topics based
on the cosine similarity of their semantic embeddings. We generate these
embeddings using models such as all-mpnet-base-v2, which capture
nuanced semantic relationships between sentences.

3. Transformer-Based BIO Labeling: We employ a supervised method
that uses a transformer model fine-tuned with the BIO (Begin, Inside,
Outside) tagging scheme. This model segments the transcript into dis-
crete topics by classifying each sentence, with our manually annotated
corpus serving as the training data.

2
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CHAPTER 1. INTRODUCTION

To rigorously assess our methods, we utilize a manually annotated corpus of
podcast transcripts as the reference benchmark for evaluating the automated
segmentation systems. Our annotation protocol adopts a hierarchical label-
ing scheme that distinguishes between main topics and subtopics while also
accounting for transitional sentences. We conduct a quantitative evaluation
using metrics such as the F1 score, Pk, and WindowDiff, ensuring that our
system’s performance is thoroughly measured against the gold standard. This
multifaceted approach is designed to address the challenges posed by the noisy
and variable nature of spoken content.

This thesis is organized as follows:

• Chapter 2 – Background: This chapter reviews the literature on
topic segmentation in both written and spoken domains, highlighting
the limitations of traditional approaches and motivating the need for
advanced techniques tailored to podcast data.

• Chapter 3 – Methodology: Detailed descriptions of the data col-
lection and preprocessing procedures, manual annotation protocol, and
the implementation of the automated segmentation methods (TextTiling
(Baseline), LLM-Based Topic Extraction, and Transformer-Based BIO
Labeling) are provided.

• Chapter 4 – Evaluation and Results: The experimental design is
outlined, including the selection of evaluation metrics and the bench-
marking of automated segmentation methods against the manually an-
notated gold standard.

• Chapter 5 – Conclusions: A summary of the research contributions is
presented, followed by reflections on the overall findings and suggestions
for further investigations.
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Chapter 2

Background

This chapter provides a foundational understanding of the key concepts, chal-
lenges, and advancements related to the topic segmentation of podcast tran-
scripts using large language models (LLMs). The rapid growth of podcasting
as a medium has resulted in an exponential increase in unstructured audio con-
tent, making it challenging for users to navigate and retrieve specific informa-
tion effectively. Topic segmentation, a subfield of natural language processing
(NLP), emerges as a critical tool in addressing this challenge by enabling the
identification and separation of distinct themes within transcripts.

This chapter outlines the theoretical and practical aspects of topic seg-
mentation, tracing its evolution from traditional methods to modern machine
learning approaches. It also highlights the transformative role of LLMs in
enhancing segmentation accuracy and efficiency. Furthermore, it discusses in
detail the unique challenges posed by unstructured conversational data, such
as podcast transcripts, and the specific methodologies developed to address
these issues.

2.1 Introduction to Topic Segmentation

2.1.1 Definition and Importance

Topic segmentation is the process of partitioning a continuous stream of text
or transcript into discrete, coherent segments, where each segment represents
a distinct topic or subtopic. This fundamental NLP task facilitates numerous
downstream applications such as information retrieval, text summarisation,
and content indexing by transforming unstructured and often lengthy texts
into manageable, semantically meaningful units.

In traditional settings, early methods like TextTiling Hearst (1997) relied
on detecting shifts in lexical cohesion. TextTiling operates by dividing text

5



CHAPTER 2. BACKGROUND

into blocks and analysing the distribution and co-occurrence of words to infer
topic boundaries. While this approach proved effective for well-structured
texts such as academic articles and news reports as it is less adept at handling
the informal, unstructured, and conversational nature of spoken-word content.

Podcast transcripts exemplify this challenge. They are characterised by
spontaneous speech, lack explicit formatting, and are often marred by errors
introduced during automatic speech recognition (ASR). Consequently, accu-
rately detecting topic boundaries in such data requires methods that go be-
yond surface-level lexical statistics. Recent advancements have harnessed the
power of large language models (LLMs) to address these issues. For example,
the PODTILE model Ghazimatin et al. (2024) leverages a transformer-based
architecture (using models such as LongT5) to jointly generate chapter bound-
aries and descriptive titles for podcast transcripts. This model incorporates
both static context such as episode metadata and dynamic context-like previ-
ously generated chapter information to better capture long-range dependencies
and subtle semantic shifts in conversational speech.

The evolution from rule-based methods such as TextTiling Hearst (1997) to
LLM-based approaches represents a significant leap forward in topic segmen-
tation. Modern transformer-based models Vaswani et al. (2023) are not only
capable of detecting abrupt topic shifts but also excel in identifying nuanced
transitions where speakers blend topics Ghazimatin et al. (2024). This en-
hanced capability is critical for improving the user experience on podcast plat-
forms, where clear content organization can dramatically enhance navigation
and retrieval. By enabling functionalities such as chapter-based navigation and
targeted search within episodes, advanced topic segmentation techniques fa-
cilitate quicker content understanding and more efficient information retrieval
(Devlin et al., 2019; Liu et al., 2019).

Thus, topic segmentation plays a vital role in structuring unstructured
audio content, thereby improving the accessibility and usability of large-scale,
conversational data. Its importance is underscored by both the foundational
traditional approaches and the modern, LLM-powered solutions that continue
to push the boundaries of what is achievable in noisy, unstructured domains.

2.1.2 Applications of Topic Segmentation

Topic segmentation plays a pivotal role in several domains, enabling a wide
array of applications that directly or indirectly enhance the usability of textual
data. Some key applications include:

1. Information Retrieval:
Topic segmentation plays a pivotal role in information retrieval by en-
abling the indexing of documents at a finer granularity. When long-form
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CHAPTER 2. BACKGROUND

content such as a podcast transcript is divided into coherent segments,
each segment can be treated as an individual unit for retrieval purposes.
This allows search engines to match queries not to an entire lengthy
transcript but rather to specific, relevant segments. Early approaches like
TextTiling, introduced by Hearst (1997), demonstrated that shifts in lex-
ical cohesion could signal topic boundaries, thereby offering a mechanism
to segment texts effectively. More recent methods, including probabilistic
Bayesian models Eisenstein and Barzilay (2008) and transformer-based
systems such as PODTILE Ghazimatin et al. (2024), have further refined
this process. These modern approaches capture subtle semantic shifts by
leveraging deep contextual embeddings, which enhance the precision of
segment retrieval. In practical applications, users searching for a spe-
cific subject within a podcast can be directly routed to the most relevant
chapter, thereby reducing retrieval noise and improving the overall search
experience.

2. Summarization:
Segmenting a document into discrete topics naturally lends itself to effec-
tive summarisation. By isolating distinct thematic units within a text,
summarisation models can generate concise and coherent summaries for
each segment. This process is particularly beneficial for long-form au-
dio content such as podcasts, where users may only be interested in a
brief overview of a specific discussion point. Recent studies have inte-
grated segmentation with summarisation models using architectures like
T5, BART, and Pegasus to automatically generate segment-specific sum-
maries that closely mirror human-curated chapter titles Aquilina et al.
(2023). These segment-level summaries not only aid users in quickly un-
derstanding the content but also reduce cognitive load by distilling large
amounts of information into accessible highlights. (Joty et al., 2013).

3. Content Navigation:
One of the user-friendly applications of topic segmentation is enhanced
content navigation. In multimedia platforms, particularly those hosting
podcasts, segmented content can be transformed into interactive naviga-
tion aids such as clickable chapter markers or timestamped indexes. For
example, by applying segmentation algorithms to a podcast transcript,
a platform can automatically generate chapters that users can click on
to jump directly to the section of interest. The PODTILE model ex-
emplifies this approach by integrating episode metadata with dynamic
segmentation outputs, thereby providing clear, organized chapters that
facilitate quick navigation (Ghazimatin et al., 2024). This method signif-
icantly improves user engagement and overall experience by reducing the
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CHAPTER 2. BACKGROUND

time and effort required to locate specific content within lengthy audio
files.

4. Recommendation Systems:
The ability to discern and isolate topics within content enhances the ef-
fectiveness of recommendation systems. When podcast transcripts are
segmented into discrete topical units, recommendation algorithms can
analyse these segments to better understand the content’s thematic struc-
ture. This fine-grained analysis allows for more personalized recommen-
dations, as the system can match user preferences not just to an entire
episode but to specific segments that align with their interests. For in-
stance, a listener interested in technology might be directed to segments
that discuss recent advancements in artificial intelligence rather than re-
ceiving a generic podcast recommendation. Multimodal segmentation
approaches, which combine text and audio embeddings Ghinassi et al.
(2023), further refine these recommendations by capturing both seman-
tic and acoustic features that contribute to a richer understanding of
content.

5. Knowledge Management:
In both academic and corporate environments, effective knowledge man-
agement hinges on the ability to structure and retrieve vast amounts
of unstructured data. Topic segmentation facilitates this by organizing
content into well-defined, searchable segments. For instance, segmented
podcast transcripts can be archived and indexed according to topic, en-
abling quick access during research, training, or decision-making pro-
cesses. This structured approach not only enhances searchability but
also allows organizations to maintain a coherent repository of knowledge
that can be easily referenced and cross-analyzed. Studies like those by
Kazantseva and Szpakowicz (2012) emphasize the importance of segmen-
tation in managing and utilizing large datasets, thereby highlighting its
value for systematic information management.

6. Sentiment and Emotion Analysis:
Segment-level analysis is critical for conducting detailed sentiment and
emotion analysis in conversational data. When a podcast transcript is
segmented by topic, each segment can be individually analyzed to deter-
mine shifts in sentiment or emotional tone. This granular approach al-
lows researchers to pinpoint which parts of a conversation elicit positive,
negative, or neutral responses, offering insights into audience engagement
and the emotional impact of specific topics. For example, by isolating
segments where speakers express enthusiasm or frustration, analysts can

8



CHAPTER 2. BACKGROUND

better understand listener reactions and adjust content recommendations
accordingly. Recent work on sentiment analysis in conversational data
supports this approach by demonstrating that segmentation enhances the
accuracy of emotion detection within complex, multi-speaker dialogues
(Yu et al., 2023).

These applications underscore the versatility and importance of topic seg-
mentation in managing and utilizing vast quantities of unstructured text, par-
ticularly in the growing domain of podcast transcripts. The next section will
delve into the challenges that make topic segmentation, especially in the con-
text of podcasts, a complex and evolving research area.

2.1.3 Unique Characteristics of Podcast Transcripts

Podcast transcripts differ fundamentally from traditional written texts due to
several distinctive characteristics:

• Conversational Dynamics: Unlike formal documents, podcast tran-
scripts capture spontaneous, unedited speech that often includes filler
words, hesitations, and interruptions. These features lead to frequent
topic digressions and overlapping content, complicating the clear demar-
cation of topic boundaries (Kazantseva and Szpakowicz, 2012).

• Lack of Structural Cues: Podcasts generally lack explicit formatting
markers such as paragraphs, headings, or section breaks. This absence of
structure makes it challenging for traditional segmentation algorithms,
which typically rely on such cues to identify topic shifts.

• Variability in Vocabulary: Conversational language in podcasts tends
to be informal and dynamic. Speakers may use colloquial expressions and
domain-specific terms or vary their vocabulary rapidly throughout a con-
versation, which further complicates the detection of semantic continuity.

Understanding these unique characteristics is critical, as they directly impact
the design and effectiveness of topic segmentation methods tailored for podcast
transcripts.

9



CHAPTER 2. BACKGROUND

2.1.4 Data Quality and Preprocessing Challenges

The quality of podcast transcript data significantly impacts segmentation per-
formance. Several factors contribute to the challenge:

• ASR-Induced Noise: Automatic Speech Recognition (ASR) systems,
while increasingly accurate, still produce transcripts with errors. Accord-
ing to Song et al. (2022), issues such as misrecognized words, incorrect
punctuation, and omissions are common. These inaccuracies introduce
noise, making it difficult for segmentation algorithms to detect true topic
boundaries reliably.

• Inconsistent Formatting: Transcripts generated from podcasts often
lack consistent formatting. Segmentation algorithms struggle to apply
traditional rules effectively without clear paragraph breaks or punctua-
tion. Minimal preprocessing is typically employed to preserve the natural
flow of conversation. However, this also means that many textual arte-
facts remain, complicating the segmentation task.

• Preprocessing Trade-offs: There is a balance to be struck between
cleaning the data and preserving the conversational context. Aggressive
preprocessing (e.g., removing filler words) might eliminate useful signals
about the speaker’s intent, while too little preprocessing leaves the data
noisy. Beltagy et al. (2020) discuss similar challenges when processing
long-form texts, emphasizing the need for techniques that maintain the
integrity of the original content while reducing noise.

Addressing these data quality issues is essential for developing robust segmen-
tation models, as even state-of-the-art methods can be significantly affected
by the inherent noise in podcast transcripts.

2.1.5 Challenges in Topic Segmentation

Topic segmentation, while immensely useful, comes with its challenges, espe-
cially when dealing with unstructured and conversational data like podcast
transcripts. Below are the key challenges:

1. Lack of Clear Topic Boundaries:
Podcasts often exhibit informal and conversational speech, leading to
ambiguous or overlapping topic boundaries. Speakers may shift topics
abruptly without explicit cues, or intertwine multiple themes within a
single discussion. This complexity poses significant challenges for seg-
mentation models aiming to delineate distinct topics(Gklezakos et al.,
2024).

10
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2. Data Noise:
Transcripts generated via Automatic Speech Recognition (ASR) systems
frequently contain errors due to factors like accents, background noise, or
overlapping speech. These inaccuracies can mislead segmentation algo-
rithms, diminishing their effectiveness. Addressing ASR errors is crucial
for accurate topic segmentation (Song et al., 2022).

3. Conversational Nature of Podcasts:
The dynamic and informal nature of podcast conversations, often in-
volving multiple speakers with varied styles and vocabularies, adds com-
plexity to segmentation tasks. Traditional models, typically designed for
structured texts, may struggle with such unstructured data. Developing
models that can handle conversational dynamics is essential (Ghinassi
et al., 2023).

4. Lack of Labeled Data:
The scarcity of annotated podcast datasets for training and evaluation
hampers the development of robust segmentation models. Unlike do-
mains with standardized benchmarks, podcast segmentation lacks exten-
sive labeled data, complicating progress. Creating and sharing annotated
datasets is vital for advancing this field (Kazantseva and Szpakowicz,
2012).

5. Long-form Content:
Podcasts often span extensive durations, posing challenges for models
with fixed context windows. Processing such long-form content requires
hierarchical or chunk-based approaches to manage the data effectively.
Innovative methods are needed to handle the length and complexity of
podcast transcripts (Beltagy et al., 2020) (Gklezakos et al., 2024)

Addressing these challenges necessitates innovative methods, such as lever-
aging advanced Large Language Models (LLMs), multimodal approaches, and
developing robust pre-processing techniques to handle noisy and unstructured
data. The subsequent sections will explore the evolution of topic segmentation
techniques and the role of LLMs in addressing these challenges.

2.2 Evolution of Topic Segmentation Techniques

2.2.1 Traditional Approaches

Over the past decades, topic segmentation has evolved from simple rule-based
methods to sophisticated deep learning architectures. Early methods primarily
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relied on surface-level lexical features, while modern approaches leverage pow-
erful transformer-based models to capture both local and global context. In
this section, we review the progression from traditional techniques to emerging
hybrid models and discuss how evaluation methods have been refined alongside
these advances.

TextTiling and Early Innovations

A seminal example of a traditional approach is the TextTiling algorithm in-
troduced by Hearst (1997). TextTiling detects topic boundaries by analyzing
changes in word frequency distributions and lexical patterns across a text. By
segmenting text into blocks and calculating lexical similarity between adja-
cent blocks, it identifies likely topic shifts. This method proved effective for
structured texts, such as scientific articles and formal documents, where topics
change explicitly and predictably. However, it faced challenges in handling
unstructured or conversational data, where topic boundaries are less defined
or overlap.

Limitations of Rule-Based Methods

While methods like TextTiling Hearst (1997) offered an efficient way to iden-
tify topics by analyzing local changes in lexical cohesion, they relied heavily on
fixed rules and statistical patterns that often fail to capture the complexities
of human language. In particular, these algorithms assume that sudden shifts
in word usage or frequency distributions reliably signal topic boundaries. Al-
though effective in structured, monologic texts (e.g., academic articles), this
assumption does not hold up well in conversational settings such as podcast
transcripts where topic shifts can be abrupt, implicit, and intertwined with
speaker-specific language styles (Kazantseva and Szpakowicz, 2012).

1. Semantic Relationships:
Traditional rule-based methods typically depend on surface-level lexical
overlap and frequency statistics. As a result, they overlook deeper seman-
tic connections between sentences or paragraphs, such as paraphrasing,
synonymy, and implicit references. For instance, two segments discussing
the same topic but using different vocabulary would appear unrelated to
a purely rule-based system Choi (2000). Consequently, these methods
struggle with the rich semantic variations in spontaneous speech, limiting
their ability to accurately delineate topic boundaries.

2. Context Awareness:
Rule-based approaches generally operate on localized text windows using

12
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features like word distributions in fixed-length chunks or adjacent para-
graphs and thus cannot model long-range dependencies Hearst (1997).
This limitation is especially problematic for podcasts, where a single the-
matic discussion may extend across multiple segments and weave in and
out of subtopics Joty et al. (2013). Without a mechanism to retain con-
textual information beyond the immediate vicinity, these methods fail to
capture overarching thematic continuity, resulting in segmentation that
may be too granular or misaligned with actual topic transitions.

3. Dynamic Vocabulary:
In conversational domains like podcast transcripts, speakers often employ
colloquial language, domain-specific terminology, filler words, or abrupt
changes in style Song et al. (2022). Rule-based methods relying on prede-
termined lexical cues cannot easily adapt to these variations. Their sen-
sitivity to out-of-vocabulary words or rare terms means that even slight
shifts in wording or style can lead to false positives or missed boundaries.
Consequently, the “one-size-fits-all” nature of these rule-based algorithms
proves insufficient for the diverse and evolving vocabulary found in real-
world podcasting scenarios.

Advances Inspired by TextTiling

TextTiling inspired several subsequent methods, including C99 by Choi (2000),
which introduced clustering algorithms for topic segmentation. This method
used sentence similarity matrices and clustering to infer boundaries, offering
improvements over TextTiling by incorporating more flexible measures of lex-
ical similarity. However, like its predecessor, it was constrained by its reliance
on surface-level features.

Summary of Traditional Approaches

Traditional approaches like TextTiling and C99 laid the groundwork for topic
segmentation by addressing the need for automated topic detection. Their in-
novations in lexical cohesion analysis provided a foundation for later methods
but highlighted the need for more sophisticated models capable of understand-
ing semantic relationships and contextual dependencies. As the limitations
of these methods became apparent, researchers turned to probabilistic and
machine learning-based approaches, marking the next stage in the evolution
of topic segmentation. Notable among these is the TextTiling algorithm by
Hearst (1997), which segments text based on shifts in word frequency distribu-
tions. For example, TextTiling divides a document into fixed-size blocks and
computes the lexical similarity between adjacent blocks using cosine similarity.
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When the similarity score between blocks drops significantly, it is considered
a potential topic boundary. This approach works well for identifying clear
shifts in topics, such as those in structured text like academic articles or news
reports. These methods, while effective for structured and formal text, of-
ten failed when applied to conversational or unstructured data due to their
reliance on surface-level indicators rather than deeper semantic understand-
ing. For instance, in podcast transcripts, where conversations often involve
overlapping speakers and shifts in tone or style, traditional methods strug-
gle to recognize implicit topic transitions. Similarly, chat-based data, such as
asynchronous team communications or informal social media threads, presents
challenges due to the fragmented and non-linear nature of interactions, which
are difficult to segment accurately using rule-based approaches.

2.2.2 Probabilistic Models

The introduction of probabilistic models marked a pivotal moment in the evo-
lution of topic segmentation techniques. Unlike rule-based approaches, proba-
bilistic models are grounded in statistical principles, allowing for greater flex-
ibility and adaptability to diverse text structures. These models view topic
boundaries as latent variables inferred through probabilistic reasoning, lever-
aging statistical dependencies within the text to identify changes in topics.

Latent Dirichlet Allocation (LDA)

One of the most influential probabilistic models is Latent Dirichlet Allocation
(LDA), introduced by Blei et al. (2003b). LDA models a document as a mixture
of latent topics, each represented by a probability distribution over words. The
model assumes that each word in the document is generated by one of these
topics, which are inferred through a generative process.

Although LDA is primarily a topic modeling algorithm rather than a topic
segmentation model, it has been adapted for segmentation tasks by applying it
sequentially across segments of text. In such applications, LDA identifies shifts
in dominant topic distributions, which may serve as potential topic boundaries.
However, this is an indirect use case rather than an inherent functionality of
LDA.

For instance, in processing long documents or transcripts, LDA can identify
areas where the probability of a particular topic sharply decreases, which may
indicate a topic shift. While this approach excels at detecting global topics and
thematic structures, it struggles with fine-grained segmentation tasks, where
local coherence and sentence-level dependencies play a critical role (Griffiths
and Steyvers, 2004)(Blei et al., 2003b). Consequently, LDA is often used in

14



CHAPTER 2. BACKGROUND

combination with other segmentation techniques to improve the accuracy of
topic boundary detection.

Hidden Markov Models (HMMs)

Hidden Markov Models (HMMs) represent another cornerstone of probabilistic
topic segmentation. HMMs treat text as a sequence of observations generated
by hidden states, each corresponding to a topic. The transitions between
states are governed by probabilities learned from the data, allowing HMMs to
explicitly model the dynamics of topic transitions.

(Beeferman et al., 1999) were among the first to apply HMMs to topic
segmentation, showing that their probabilistic nature could better capture the
inherent variability in topic transitions than deterministic methods. By model-
ing each sentence or paragraph as an observation, HMMs infer the most likely
sequence of topic states. Despite their advantages, HMMs face limitations in
capturing long-range dependencies and contextual nuances, as they rely on a
fixed number of states and predefined transition probabilities.

Bayesian Models

Bayesian models extend probabilistic methods by incorporating prior knowl-
edge about text structure into the segmentation process. For example, the
Bayesian Segmentation Model proposed by Eisenstein and Barzilay (2008) in-
troduced priors on linguistic features such as discourse markers and semantic
coherence. Bayesian models aim to maximize the posterior probability of a
segmentation given the observed text and prior knowledge, making them more
robust to noise and adaptable to diverse domains.

Eisenstein and Barzilay’s work demonstrated the efficacy of Bayesian mod-
els in segmenting multi-party dialogues, where traditional methods struggled.
By leveraging linguistic cues, such as speaker turns and dialogue acts, their ap-
proach improved segmentation accuracy in noisy and conversational datasets.

Extensions to Probabilistic Models

Over time, researchers sought to enhance probabilistic models by combining
them with other techniques. Hybrid approaches, such as combining LDA with
Markov models, aimed to integrate the strengths of topic modeling and se-
quential state transitions Minkov and Cohen (2007). Additionally, variational
methods were introduced to improve the scalability of Bayesian inference, en-
abling probabilistic models to handle larger datasets and more complex text
structures (Blei et al., 2003a).
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Limitations of Probabilistic Models

Despite their contributions, probabilistic models exhibit several limitations:

1. Lack of Contextual Awareness:
Probabilistic models like LDA and HMMs often fail to capture long-
range dependencies and contextual relationships essential for fine-grained
segmentation.

2. Computational Complexity:
Inference in these models can be computationally expensive, particularly
for large datasets or long-form text.

3. Dependence on Assumptions:
Probabilistic models rely on assumptions about the generative process
of text, which may not align with real-world text structures, especially
in unstructured or conversational data like podcast transcripts.

Contributions to Future Models

While probabilistic models are no longer the state-of-the-art for topic segmen-
tation, their principles continue to influence modern techniques. By framing
topic segmentation as a probabilistic inference problem, these models laid the
groundwork for machine learning and neural network-based approaches. For
example, probabilistic reasoning remains integral to transformer-based models,
where attention mechanisms compute weighted probabilities over contextual
information.

Probabilistic models represent a significant step in the evolution of topic
segmentation. Their focus on statistical dependencies and generative processes
provided a foundation for later methods that sought to address their limitations
through more advanced computational techniques.

With the advent of deep learning, neural network-based models became
prominent in NLP. Recurrent Neural Networks (RNNs) and attention-based
mechanisms improved the capacity to capture long-range dependencies in text.
Joty et al. (2013) demonstrated the use of neural models for segmenting asyn-
chronous conversations, leveraging features such as dialogue coherence and
syntactic patterns. However, these models were constrained by their depen-
dency on large annotated datasets, which are often scarce for domains like
podcasts.
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2.2.3 Transformer-Based Models

The introduction of transformer architectures marked a paradigm shift in nat-
ural language processing (NLP), including topic segmentation. Unlike previous
models, transformers use self-attention mechanisms to capture dependencies
across entire sequences, enabling a deeper understanding of context and rela-
tionships between words. These models offer significant advantages in both
structured and unstructured text segmentation.

The Transformer Architecture

Introduced by Vaswani et al. (2023), the transformer architecture was designed
to overcome the limitations of recurrent neural networks (RNNs) and long
short-term memory networks (LSTMs). Key features of transformers include:

1. Self-Attention Mechanism:

• The self-attention mechanism enables the model to weigh the impor-
tance of different words in a sequence, regardless of their distance
from each other.

• This allows transformers to capture long-range dependencies, which
are crucial for identifying topic boundaries in lengthy or conversa-
tional texts.

2. Parallel Processing:

• Unlike RNNs, which process text sequentially, transformers process
entire sequences in parallel, significantly improving computational
efficiency.

3. Positional Encoding:

• Transformers incorporate positional encodings to retain the order
of words in a sequence, ensuring that syntactic and semantic rela-
tionships are preserved.

BERT and RoBERTa

BERT (Bidirectional Encoder Representations from Transformers)
by Devlin et al. (2019) was one of the first transformer-based models to achieve
state-of-the-art performance in multiple NLP tasks, including topic segmenta-
tion. BERT’s bidirectional training allows it to consider both left and right
contexts, making it highly effective for understanding nuanced topic shifts.
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RoBERTa (Robustly Optimized BERT Approach), introduced by
Liu et al. (2019), improved upon BERT by optimizing pretraining techniques,
including training on larger datasets and using dynamic masking. These en-
hancements made RoBERTa more robust for segmenting long-form text, such
as podcast transcripts.

For topic segmentation, BERT and RoBERTa have been adapted to:

• Detect Topic Boundaries: By training the model to predict whether
adjacent sentences belong to the same topic.

• Classify Segments: Assigning labels to segments based on their dom-
inant topic.

GPT and Transformer Decoders

Generative transformer models such as GPT have been applied to topic seg-
mentation tasks, offering a complementary approach to discriminative models
like BERT. Unlike BERT which is bidirectional and optimized for understand-
ing context from both the left and right of a token–GPT is trained in an
autoregressive, unidirectional manner. This means that GPT generates text
by predicting the next word based solely on the preceding context, which inher-
ently promotes the creation of coherent and contextually consistent sequences
(Vaswani et al., 2023)(Brown et al., 2020)

For the purpose of topic segmentation, this generative capability can be
leveraged in several key ways:

• Contextually Coherent Summarization: GPT can generate concise
summaries for individual segments of text. By summarizing content in a
manner that preserves the essential meaning, GPT provides an implicit
signal regarding the main topics discussed within that segment. When
applied across a transcript, abrupt changes in the generated summaries
can indicate potential boundaries between distinct topics. This approach
has proven effective in identifying topic shifts, particularly in unstruc-
tured or conversational texts such as podcast transcripts (Yenduri et al.,
2023).

• Boundary Reinforcement through Latent Topic Extraction: In
addition to summarization, GPT’s generative process can extract latent
thematic cues that might not be evident through surface-level lexical
matching. By producing output that reflects deeper semantic content,
GPT supports the detection of subtle transitions that traditional rule-
based or statistical methods might overlook.
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Overall, while GPT’s unidirectional nature means it does not directly model
the full bidirectional context as BERT does, its strength lies in generating
extended, coherent narratives. This quality makes it particularly effective in
scenarios where maintaining a smooth, logically connected summary is crucial
for accurately identifying topic boundaries in lengthy, conversational texts.

BERTopic

Introduced by Grootendorst (2022), BERTopic combines transformer-based
embeddings with clustering algorithms to identify topics within document col-
lections. This approach generates document embeddings using pre-trained
transformer models, clusters these embeddings, and employs a class-based
TF-IDF procedure to extract coherent topic representations. BERTopic has
demonstrated effectiveness across various benchmarks, offering a robust method
for topic modeling.

Transformer² Framework

Lo et al. (2021) proposed the Transformer² framework, which integrates
pre-trained transformers as sentence encoders with an upper-level transformer-
based segmentation model. This architecture captures semantic coherence
within text segments, leading to improved performance in text segmentation
tasks. The model benefits from both single and pair-wise pre-trained knowl-
edge, enhancing its ability to detect topic boundaries.

Probabilistic Topic Modelling with Transformer Representations

Reuter et al. (2024) introduced the Transformer-Representation Neural
Topic Model (TNTM), which combines the strengths of transformer-based
embedding spaces with probabilistic modeling. This model leverages the con-
textual representations provided by transformers to improve the coherence and
interpretability of the extracted topics, bridging the gap between embedding-
based clustering and probabilistic topic models.

Semantic-Driven Topic Modeling

A recent study by Mersha et al. (2024) presents a semantic-driven topic model-
ing approach that utilizes transformer-based embeddings to capture contextual
information. The model generates document embeddings, reduces their dimen-
sions, clusters them based on semantic similarity, and produces coherent topics
for each cluster. This method has shown to provide more meaningful topics
compared to traditional algorithms.
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Applications in Literature Screening

Transformer-based topic modeling algorithms like BERTopic have been ap-
plied to expedite literature screening processes. For instance, in systematic re-
views on peri-implantitis and bone regeneration, BERTopic rapidly identified
topic clusters, enabling researchers to filter out unrelated articles efficiently.
This application underscores the practical utility of transformer-based models
in handling large datasets.

Specialized Transformer Models for Topic Segmentation

1. Longformer:

• Introduced by Beltagy et al. (2020), overcomes the fixed input size
limitation inherent in traditional transformer models by employing
a sliding-window attention mechanism. In standard transformers,
the self-attention layer computes attention scores for every pair of
tokens in an input sequence, resulting in quadratic complexity that
quickly becomes impractical as sequence lengths increase. Long-
former replaces this with a sliding-window approach, which restricts
the self-attention computation to a local window around each to-
ken. This design change dramatically reduces the computational
overhead, scaling the complexity linearly with the sequence length.
The sliding-window mechanism allows Longformer to efficiently pro-
cess much longer documents without sacrificing the ability to cap-
ture dependencies between nearby tokens. Moreover, Longformer’s
design includes the option for global attention on a select set of to-
kens. These tokens often chosen based on their relevance to the
task can interact with all other parts of the sequence, ensuring
that essential long-range information is not lost. This balance be-
tween local and global attention makes Longformer particularly well
suited for topic segmentation in long-form content, such as podcast
transcripts and books, where maintaining both local coherence and
global context is crucial.
In the context of podcast transcripts, the ability to analyze ex-
tended sequences is especially beneficial. Podcasts often contain
lengthy, unstructured conversations filled with diverse topics and
varying dialogue dynamics. By leveraging Longformer’s sliding-
window and selective global attention mechanisms, segmentation
models can more effectively capture topic boundaries within these
extensive transcripts. This results in more precise identification of
boundaries without needing to truncate the input or compromise
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on context, ultimately enhancing the performance of downstream
natural language processing applications like retrieval and summa-
rization.

2. Hierarchical Transformers:

• Hierarchical transformer architectures are designed to process text
at multiple granular levels such as sentence-level and paragraph-
level representations to capture both local details and global con-
text. Such architectures, as proposed by Gklezakos et al. (2024),
first encode smaller text units using a base transformer and then ag-
gregate these representations using a higher-level transformer. This
two-stage process allows the model to preserve fine-grained seman-
tic relationships within individual sentences or short spans, while si-
multaneously maintaining an understanding of the overarching nar-
rative structure across larger text segments. By balancing local se-
mantic cues with global contextual information, hierarchical trans-
formers improve the accuracy in detecting subtle topic boundaries,
which is particularly beneficial when segmenting long, unstructured
texts such as podcast transcripts.

3. Multimodal Transformers:

• Recent advancements in multimodal transformer architectures have
extended the capability of traditional models by integrating infor-
mation from multiple data sources, most notably text and audio.
For instance, Ghinassi et al. (2023) proposed models that lever-
age pre-trained neural encoders for both modalities to enhance seg-
mentation performance in multimedia data like podcasts. In these
systems, the text encoder extracts semantic content from the tran-
script, while the audio encoder captures prosodic and paralinguistic
features such as intonation, rhythm, and pauses that are critical for
understanding conversational dynamics. The fusion of these com-
plementary representations enables the model to detect nuanced
topic shifts even in noisy environments, where textual information
alone may be ambiguous. This multimodal approach thereby en-
hances the robustness and contextual sensitivity of topic segmenta-
tion systems.
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Challenges and Limitations

While transformer-based models have revolutionized topic segmentation, they
are not without challenges:

1. Computational Demands:

• Transformers require substantial computational resources for train-
ing and inference, making them less accessible for researchers with
limited resources.

2. Handling Extremely Long Documents:

• Despite advancements like Longformer, transformers still struggle
with extremely long sequences, requiring chunking or hierarchical
approaches.

3. Domain Adaptation:

• Pretrained transformer models often require fine-tuning to adapt to
specific domains, such as podcasts, which can be resource-intensive.

Impact on Topic Segmentation

Transformer-based models have set a new standard for topic segmentation
by significantly improving accuracy and robustness. Their ability to handle
unstructured, long-form, and conversational text has made them indispensable
for modern segmentation tasks. These models have also opened avenues for
integrating multimodal data, further enhancing their applicability in real-world
scenarios such as podcast analysis and multimedia content segmentation.

The introduction of transformer architectures marked a paradigm shift in
natural language processing (NLP), including topic segmentation. Unlike pre-
vious models, transformers use self-attention mechanisms to capture depen-
dencies across entire sequences, enabling a deeper understanding of context
and relationships between words. These models offer significant advantages in
both structured and unstructured text segmentation.

2.2.4 Evaluation of Existing Methods

Xing and Carenini (2021) proposed an innovative approach to unsupervised
dialogue topic segmentation using utterance-pair coherence scoring. Their
model, grounded in BERT’s Next Sentence Prediction (NSP) architecture,
demonstrated state-of-the-art results on conversational datasets by predicting
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Table 2.1: Comparison of Reproduced Results with Reported Results from Xing
and Carenini (2021)

Metric Model Reproduced Results Results in the Paper
P_k Score TextTiling (TeT) 0.3889 0.40
WindowDiff TextTiling (TeT) 0.3999 0.40

F1 Score TextTiling (TeT) 0.6896 0.608
P_k Score Ours (Full) 0.4218 0.268
WindowDiff Ours (Full) 0.4718 0.282

F1 Score Ours (Full) 0.6925 0.776

topic boundaries based on coherence scores between sentence pairs. This ap-
proach was particularly effective in multi-speaker dialogue scenarios, where
traditional models often struggled.

To validate the reproducibility of their results, a comparative analysis was
conducted. Table 2.1 presents a detailed comparison between the originally
reported results and the results reproduced during this study.

Analysis and Discussion: As seen in Table 2.1, the reproduced results
for the TextTiling model closely align with the reported values, affirming its
consistency. This consistency can be attributed to TextTiling’s reliance on es-
tablished lexical cohesion methodologies, which are relatively straightforward
to implement and less sensitive to variations in hyperparameters or data pre-
processing. Its deterministic and rule-based nature minimizes the potential
for discrepancies arising from implementation variability. However, discrepan-
cies in the "Ours (Full)" model indicate potential challenges in replicating the
training setup and hyperparameter tuning. These differences underscore the
need for careful implementation and suggest avenues for optimization in future
work.

2.3 Comparative Analysis of Topic Segmenta-
tion Approaches

This section presents a comparative overview of various topic segmentation
approaches from the existing literature. To better organize the diversity of
input modalities (e.g., dialogue transcripts, text documents, multimodal data)
and output tasks (e.g., topic segmentation, shift detection, labeling), these are
grouped into four main categories:

• Dialogue-Based Topic Segmentation

• Text-Based Topic Segmentation
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Table 2.2: Dialogue-Based Topic Segmentation Approaches

Index Research Paper Input Output
1 Gao et al. (2023) Dialogue Topic segmentation
2 Konigari et al. (2021) Open-domain Di-

alogue
Utterance classification

3 Lin et al. (2023b) Dialogue Topic shift detection
4 Xie et al. (2021) Dialogue Topic shift-aware re-

sponse generation
5 Lin et al. (2023a) Dialogue Topic shift detection

Table 2.3: Text-Based Topic Segmentation Approaches

Index Research Paper Input Output
1 Arnold et al. (2019) Text Topic segmentation with

labels
2 Yu et al. (2023) Text Topic segmentation
3 Lee et al. (2023) Text Topic segmentation
4 Çano and Roth (2022) Text Topic detection
5 Bai et al. (2023) WikiSection Text Topic segmentation

• Multi-Person and Multimodal Topic Segmentation

• Special Task-Specific Topic Segmentation

The following tables enumerate the most relevant works in each category.
In Table 2.2, the approaches listed are specifically designed for dialogue-

based scenarios. These often focus on detecting shifts in topic or speaker
initiatives within natural, open-domain conversations, where the structure is
often less predictable than in monologue-style texts.

Table 2.3 highlights methods for single-speaker or monologue text segmen-
tation. These approaches commonly target academic texts, news articles, or
Wikipedia pages, where the structure and vocabulary are more formal, but can
still pose challenges for coherent segmentation when documents are lengthy.

Table 2.4 covers works that consider multiple speakers or multiple modali-
ties (e.g., combining text transcripts with audio or visual cues). These studies
recognize that topic boundaries in group conversations and multimedia content
are heavily influenced by speaker dynamics, prosodic features, and possibly vi-
sual signals.

Finally, Table 2.5 focuses on more specialized or hybrid tasks that involve
topic segmentation as one component of a broader pipeline (e.g., advanced
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Table 2.4: Multi-Person and Multimodal Topic Segmentation

Index Research Paper Input Output
1 Solbiati et al. (2021) Text(meeting

transcripts)
Topic segmentation

2 Ghinassi et al. (2023) Audio+Text Topic segmentation
3 Aquilina et al. (2023) Audi+Text Enhanced topic segmen-

tation

Table 2.5: Special Task-Specific Topic Segmentation

Index Research Paper Input Output
1 Li et al. (2022) Transformer at-

tention patterns
Interpretation of atten-
tion for summarization
and topic segmentation

2 Tannous et al. (2023) Text(Resumes) Topic detection
3 Xia and Wang (2023) Text Topic segmentation and

labeling

summarization, heading detection, or segment labeling). These studies often
employ unique architectures or attention-based heuristics that are closely tied
to specific domains such as resumes, specialized domains, or interpretability
use-cases.

Hence, these four categories illustrate the range of data types and tasks
that the research community has addressed, underscoring the importance of
choosing or adapting segmentation methods to match the specific constraints
and objectives of each domain.

2.4 Evaluation Metrics for Topic Segmentation

Evaluation of topic segmentation methods is a crucial aspect of the research, as
it directly informs the effectiveness of the algorithms in practical applications.
Traditionally, metrics such as Pk, WindowDiff, and F1 score have been widely
adopted:

• Pk and WindowDiff: These metrics measure the proportion of incor-
rectly placed boundaries by comparing a model’s segmentation with a ref-
erence segmentation (Xing and Carenini, 2021). Although they provide
a quantitative basis for comparison, they focus primarily on structural
accuracy and may not fully capture the semantic coherence or practical
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utility of the segments.

• F1 Score: The F1 score, balancing precision and recall, helps evaluate
how well a segmentation model identifies true topic boundaries. However,
its effectiveness can vary depending on the granularity of the segmenta-
tion (Hearst, 1997).

• Emerging Evaluation Approaches: Recent studies, such as those
by (Yu et al., 2023), advocate for more user-centric evaluation metrics
that consider listener satisfaction, navigation efficiency, and the over-
all usefulness of segmentation in real-world applications. These metrics
are crucial for podcast segmentation, where the end-user experience is a
critical measure of success.

Recent trends in evaluation emphasise the need for user-centric metrics that
account for the practical utility of the segmented output. Future methodolo-
gies may incorporate measures of listener satisfaction, navigation efficiency, or
task-specific performance (e.g., the effectiveness of chapter-based search func-
tionalities). Such advancements in evaluation are critical for bridging the gap
between theoretical performance and real-world applicability.

2.5 Research Gaps and Future Directions in Topic
Segmentation

Despite significant progress in topic segmentation—from rule-based methods
to advanced transformer-based models—several research gaps remain:

• Insufficient Contextual Modeling: Although modern models capture
long-range dependencies better than earlier methods, fully understanding
the nuances of conversational speech in podcasts still poses challenges.

• Evaluation Limitations: Existing evaluation metrics often fail to cap-
ture listener-centric aspects, such as the practical utility of chapter seg-
mentation for navigation and content discovery.

• Data Scarcity and Quality: The limited availability of high-quality,
annotated podcast transcripts constrains the training and evaluation of
segmentation models. Robust methods for noise reduction and data nor-
malization are needed.

• Computational Efficiency: Processing lengthy podcast transcripts in
real time remains computationally demanding, even with efficient trans-
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former variants. More scalable solutions are required for widespread
practical deployment.

We address these gaps by exploring promising directions for future re-
search. We integrate unsupervised and semi-supervised learning techniques
to overcome the challenges posed by limited labeled data. Additionally, we
develop novel evaluation frameworks that prioritize end-user experience, pro-
viding a more holistic assessment of segmentation quality. Finally, we leverage
interdisciplinary insights from audio signal processing and human-computer
interaction to inspire new approaches for model design and deployment.
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Chapter 3

Methodology

This chapter presents the design and implementation of various approaches
for topic segmentation of podcast transcripts, including classical unsupervised
methods and transformer-based models. The objective is to transform unstruc-
tured and lengthy podcast transcripts into semantically coherent segments,
thereby enhancing content navigation, summarization, and downstream pro-
cessing.

To achieve this, we evaluate and compare multiple methods, including tra-
ditional segmentation algorithms and large language models (LLMs), assessing
their effectiveness in segmenting podcast transcripts. The methodology follows
a structured process comprising four major stages: (1) Creating a Dataset for
Topic Segmentation in Podcasts, (2) Manual Annotation, (3) Automated Topic
Segmentation.

Detailed descriptions of each stage are provided in the following sections.
The primary goal of this research is to decompose podcast transcripts

into meaningful topics, facilitating efficient information retrieval and improved
comprehension. Podcast data is inherently unstructured and conversational,
often containing informal language, digressions, and non-linear narrative ele-
ments that challenge conventional segmentation techniques. Traditional meth-
ods, which largely rely on fixed rules or simplistic lexical cohesion measures,
frequently fail to capture the nuanced semantic transitions present in such
data.

To address these challenges, the proposed method integrates advanced
LLM-based techniques with classical segmentation approaches. The LLM com-
ponent leverages deep semantic representations to identify topic shifts and ex-
tract underlying themes, while classical methods (e.g., TextTiling) contribute
computational efficiency and interpretability. This hybrid approach ensures
robustness and adaptability across diverse podcast genres and audio qualities.
The chapter details the comprehensive process employed for data preparation,
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Podcast Audio Files

Whisper AI Transcription

Transcripts Collected
Preprocessing:

Lowercase, Remove Whitespace,
Normalize Punctuation, Lemmatization

Duration Filtering
(≤ 30 min)

Final Dataset

Figure 3.1: Data Collection and Preprocessing Workflow. Raw podcast audio
is transcribed via Whisper AI, then transcripts are preprocessed and filtered (by
duration) to form the final dataset.

manual annotation, the development of automated segmentation methods, and
the evaluation of the system’s performance.

3.1 Creating a Dataset for Topic Segmentation
in Podcasts

3.1.1 Data Collection

Figure 3.1 presents the comprehensive data collection and preprocessing pipeline.
We prepare raw podcast audio files are first transcribed using the OpenAI
Whisper model, which has been demonstrated to achieve state-of-the-art tran-
scription accuracy and robustness in challenging real-world environments (Rad-
ford et al., 2022). The Whisper model employs a transformer-based encoder-
decoder architecture, trained on 680,000 hours of multilingual and multitask
supervised data, which enables it to handle a wide range of accents, background
noise, and language nuances effectively.

For this study, 100 podcast audio files were processed through the Whisper
model to generate corresponding text transcripts. These transcripts preserve
the inherent characteristics of spoken language—including informal expressions
and natural disfluencies—and provide the raw input for subsequent segmenta-
tion. To ensure that the manual annotation workload remained manageable
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Figure 3.2: Histogram of podcast durations (in minutes) for the collected dataset.

and that only the most relevant data were processed, the dataset was filtered
to include only those podcasts with durations of 30 minutes or less. An anal-
ysis of the podcast length distribution confirmed that a significant subset met
this duration criterion, as illustrated by the histogram in Figure 3.2.

In the workflow diagram (Figure 3.1), the entire process is depicted as a
series of steps: raw audio files are first transcribed using Whisper AI, then
the resulting transcripts are preprocessed (including conversion to lowercase,
removal of extraneous whitespace, punctuation normalization, and lemmatiza-
tion) before being filtered by duration. This dual-path process (direct collec-
tion and simultaneous preprocessing) culminates in the final curated dataset,
which retains the semantic richness of the original audio while being optimized
for manual annotation and automated segmentation.

3.1.2 Preprocessing

A minimal yet effective preprocessing strategy was adopted to preserve the
integrity and natural structure of the spoken content. Focusing on shorter
podcasts allowed a balance to be achieved between maintaining topic diversity
and keeping the manual annotation process manageable, thereby supporting
the development of a robust, LLM-based topic segmentation framework.

Minimally invasive preprocessing was considered essential in order to re-
tain the full context inherent in podcast audio. Consequently, the raw tran-
scripts—complete with introductions, advertisements, and outros—were pre-
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served without significant alterations. It was also observed that the transcripts
contain numerous filler expressions, such as “mm-hmm”, which occur contin-
uously throughout the conversations. Although these disfluencies introduce
a level of noise, they are retained in order to preserve the natural cadence
and authenticity of the spoken discourse. Such filler words may provide subtle
cues about topic transitions and speaker engagement, and thus are considered
valuable for downstream segmentation tasks.

The standard preprocessing steps applied to the transcripts included:

• Converting text to lowercase: Ensures that comparisons and sub-
sequent processing are case-insensitive, which is crucial for consistent
tokenization and lexicon matching.

• Removing extraneous whitespace and normalizing punctuation:
Eliminates inconsistencies and formatting errors that can arise during
transcription, thereby improving the performance of downstream tok-
enization and segmentation algorithms.

• Applying lemmatization: Reduces words to their base or dictionary
form, minimizing vocabulary redundancy. This step is particularly bene-
ficial for semantic analysis and for constructing effective representations
for LLM-based segmentation models.

This preprocessing approach not only preserves the natural cadence and
structural markers of the conversation but also formats the data in a manner
suitable for both manual annotation and automated segmentation. As a result,
the data remains faithful to the original audio while being streamlined enough
for effective LLM processing and topic segmentation. Figure 3.3 illustrates the
preprocessing pipeline, visually outlining the transformation of raw transcripts
into preprocessed text.

3.1.3 Challenges in Data Collection

Data collection for podcast segmentation presents several significant chal-
lenges. Two primary challenges were identified during this phase:

• Length Variability: The initial dataset comprised podcasts with du-
rations ranging from 10 to over 100 minutes. Such variability poses
challenges for both manual annotation and automated segmentation, as
longer podcasts demand more extensive effort to accurately segment and
may contain multiple, interleaved topics. To ensure consistency and man-
ageability, a duration threshold was imposed to restrict the dataset to
podcasts lasting between 10 and 30 minutes. This decision, supported by
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Raw Transcripts

Lowercase Conversion

Whitespace Removal
and Punctuation Normalization

Lemmatization

Preprocessed Transcripts

Figure 3.3: Preprocessing Pipeline: Raw transcripts are converted to lowercase,
cleaned of extraneous whitespace and normalized for punctuation, then lemmatized
to produce preprocessed transcripts.

an analysis of the podcast duration distribution (see Figure 3.2), is con-
sistent with approaches used in previous research (Hearst, 1997; Clifton
et al., 2020).

• Selection Criteria: Balancing topic diversity with annotation feasibil-
ity necessitated a careful filtering process based on both duration and
content relevance. Metadata such as episode descriptions and contex-
tual cues were employed to ensure that the selected podcasts provided
rich, coherent topical content. This filtering strategy helped to exclude
episodes with low-quality or off-topic content, thereby improving the
representativeness and reliability of the dataset. Similar challenges and
filtering approaches have been reported in large-scale podcast corpus
studies (Clifton et al., 2020).

Additional challenges encountered during data collection included the pres-
ence of noisy transcription outputs, speaker variability, and inconsistent meta-
data. These factors further complicated the selection process and required
robust preprocessing and filtering techniques to ensure that the final dataset
remains both manageable and representative of the diverse nature of podcast
audio.
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Transcript Import Sentence Splitting

Labeling
(Main Topic, Subtopic, Ignore)

Transition Sentence Handling Hierarchical Grouping Export Annotated Data

Figure 3.4: Manual annotation workflow for topic segmentation. Transcripts are
imported and split into sentences. Labeling is applied to categorize content into
main topics, subtopics, and ignore tags, followed by transition sentence handling
and hierarchical structuring. Finally, the annotated data is exported. Dashed arrows
represent feedback loops for iterative refinement.

3.2 Manual Annotation of Topic Segments in
Podcasts

Manual annotation plays a critical role in establishing the ground truth nec-
essary for evaluating automated segmentation algorithms. A single annotator
performed the labeling of topic boundaries within the podcast transcripts using
a hierarchical labeling scheme. This rigorous process ensures that the anno-
tated data accurately reflects the natural structure of the discourse, thereby
providing a robust benchmark for assessing the performance of segmentation
methods.

The manually annotated transcripts serve as the gold standard against
which automated systems are compared. They guide the development and
refinement of computational models and help uncover intrinsic challenges such
as ambiguities in topic transitions or overlapping themes that are common in
natural spoken language.

A workflow diagram outlining the manual annotation process is presented
in Figure 3.4. This diagram illustrates the sequential steps: transcripts are first
imported, then segmented into candidate spans, followed by manual labeling
according to the annotation guidelines, and finally organized into a hierarchical
structure to form the annotated gold standard.

Figure 3.5 provides a visual example of how the hierarchical labeling scheme
is applied to a typical podcast transcript. In this illustration, the text is divided
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Figure 3.5: Example of a manually annotated podcast transcript. Main topics,
subtopics, and ignore segments are color-coded to reflect their respective roles in the
conversation flow.

into color-coded segments to distinguish Main Topic, Subtopic, and Ignore
sections.

- Main Topic: Represents the primary theme of discussion within a seg-
ment. These are the key ideas or central points around which the conversation
is structured. - Subtopic: Denotes a related but secondary discussion point
that provides further elaboration, supporting details, or contextual extensions
of the main topic. - Ignore: Refers to content that does not contribute to topic
segmentation, such as filler words, incomplete thoughts, off-topic remarks, or
conversational digressions.

Sentences that serve as bridges between topics are included in both adja-
cent segments, capturing the often gradual and overlapping nature of spoken
discourse. Combining a clear labeling scheme with a structured annotation
process makes the ground truth data a reliable reference for evaluating the
accuracy of automated segmentation methods.

3.2.1 Annotation Guidelines

To maintain high-quality and consistent annotations, detailed guidelines were
developed to direct the annotator in capturing both the overarching narrative
structure and the finer nuances of content shifts. The main components of the
guidelines are as follows:

• Main Topic:

– Each podcast is assigned an overarching theme that encapsulates
the primary discussion. For example, a podcast exploring financial
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markets may have the main topic labeled as “Economic Trends in
Europe.”

– This label serves as the primary anchor point for segmentation,
reflecting the core context of the conversation.

• Subtopic:

– Within each main topic, sections that explore specific aspects or ar-
guments are annotated as subtopics (e.g., “Inflation,” “Tax Policies,”
or “Monetary Policy”).

– Subtopics capture granular shifts in focus, enabling a multi-level
evaluation of segmentation performance at both the coarse (main
topic) and fine (subtopic) levels.

• Ignore:

– Non-content elements such as introductions, advertisements, inter-
ludes, and any peripheral content that do not contribute to the core
discussion are marked with the label Ignore.

– Excluding these sections ensures that segmentation metrics focus
solely on the substantive parts of the transcript.

• Transition Sentences:

– Sentences that function as bridges between distinct topics are an-
notated as belonging to both adjacent segments.

– This dual-labeling captures the inherent ambiguity in natural dis-
course, where topic shifts are often gradual rather than abrupt.

• Hierarchical Grouping:

– The annotation framework organizes subtopics hierarchically under
their corresponding main topics, mirroring the natural discourse
structure.

– This grouping facilitates multi-level evaluation of segmentation and
supports detailed analysis of topic boundaries.

So, this manual annotation protocol lays a strong foundation for evaluating
automated segmentation methods by ensuring that the ground truth data is
both reliable and representative of the nuanced structure of spoken discourse.
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3.2.2 Annotation Execution

The manual annotation process was performed collaboratively by two anno-
tators—the author and the supervisor—to generate a robust ground truth
dataset for evaluating automated segmentation. The process was executed
according to the following detailed steps:

1. Transcript Segmentation: Each transcript was divided into discrete
text spans, each consisting of 1 to 5 sentences. This granularity was
chosen to capture individual coherent ideas, ensuring that each span
represents a single claim, argument, or explanatory unit.

2. Label Assignment: Each text span was then assigned one of three
categorical labels based on its content:

• Main Topic: Denotes the overarching theme of the podcast (e.g.,
“Economic Trends in Europe”).

• Subtopic: Represents a more focused discussion or an elaboration
on a facet of the main topic (e.g., “Inflation Dynamics” or “Tax
Policy Reforms”).

• Ignore: Applied to non-core content such as advertisements, intro-
ductions, and other peripheral elements.

3. Transition Sentence Handling: Sentences that serve as transitions
between two distinct topics were included in both adjacent segments.
This overlapping ensures contextual continuity and a smoother flow be-
tween topics.

4. Descriptive Labelling: In addition to the categorical labels, each seg-
ment was assigned a concise descriptive label (e.g., “Economic Impact
of Immigration”) that summarizes the core discussion of that segment.
These labels are critical for subsequent analysis and interpretation.

5. Collaborative Quality Assurance: Throughout the annotation pro-
cess, the annotators engaged in regular discussions to resolve ambigui-
ties and ensure consistent application of the guidelines across the entire
dataset. This collaborative approach improved the reliability of the an-
notations and minimized subjectivity.

This structured annotation execution procedure not only ensures consis-
tency and clarity in the manual segmentation process but also provides a reli-
able basis for the evaluation of automated topic segmentation algorithms which
will be discussed in the upcoming sections.
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3.3 Automated Topic Segmentation Methods

To scale beyond manual annotation, three automated segmentation approaches
were implemented: TextTiling (Baseline), LLM-Based Topic Extraction with
Similarity Thresholding, and a Transformer-Based Model with BIO Labeling.
Each method is tailored to address the challenges of segmenting podcast tran-
scripts, which are characterized by informal language, disfluencies, and varied
topical shifts.

3.3.1 TextTiling (Baseline)

TextTiling is a classical segmentation algorithm that relies on lexical cohesion
to detect shifts in topics by analyzing patterns in word distributions. In this
work, the TextTiling method was adapted to address the unique challenges
posed by podcast transcripts, which are often noisy and exhibit informal lan-
guage patterns. The following detailed workflow was implemented to perform
topic segmentation using TextTiling:

Implementation Workflow

1. Preprocessing: Artificial paragraph breaks were inserted after every
five sentences to simulate a structured topic flow. This artificial segmen-
tation allows for treating continuous stretches of text as cohesive blocks.
Prior to this, transcripts were converted to lowercase and lemmatized to
ensure uniform token representation and reduce vocabulary redundancy.

2. Tokenization: The preprocessed transcripts were segmented into indi-
vidual sentences using a robust sentence tokenizer. This step preserves
natural sentence boundaries, ensuring that the algorithm works with lin-
guistically meaningful units.

3. Sliding Window Comparison: A fixed sliding window covering five
consecutive sentences was applied over the tokenized transcript. For each
window, word frequency distributions were computed and cosine similar-
ity was calculated between adjacent windows. A significant drop in cosine
similarity between two neighboring windows was interpreted as an indi-
cator of a topic boundary, based on the assumption that semantically
coherent text blocks will exhibit high lexical similarity.

4. Output Generation: The boundaries detected through the sliding win-
dow comparison were recorded in a structured format, allowing for sys-
tematic evaluation against the manually annotated gold standard. This
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structured output facilitates direct comparison with the ground truth
during the evaluation phase.

Strengths and Limitations

Strengths:

• Language-Agnostic and Efficient: The method relies solely on lexical
statistics, making it inherently language-agnostic and computationally
efficient. This efficiency enables it to scale to large podcast datasets
without requiring extensive computational resources.

• Unsupervised Approach: As an unsupervised technique, TextTiling
does not require any labeled training data. This makes it particularly
attractive for domains where annotated data is scarce or expensive to
obtain, and it can be readily applied to diverse datasets without domain-
specific tuning.

Limitations:

• Sensitivity to Noise: The method is highly sensitive to noise present in
spoken transcripts, such as frequent filler words (e.g., "mm-hmm") and
other disfluencies that naturally occur in conversational speech. These
elements can distort lexical similarity computations and lead to inaccu-
rate boundary detection.

• Fixed Window Dependency: TextTiling’s reliance on a fixed sliding
window (e.g., five sentences) can result in over-segmentation or under-
segmentation when topic transitions are not uniformly distributed across
the transcript. This rigid structure may not adequately capture the fluid
nature of topic shifts in podcast data.

• Limited Semantic Depth: Since the approach is based on surface-level
lexical cohesion, it has a limited capacity to capture deeper semantic re-
lationships between sentences. This limitation is particularly critical in
podcast transcripts, where nuanced and context-dependent topic transi-
tions often occur.

Hence, while TextTiling offers a fast and language-agnostic solution that
is easy to deploy across large datasets, its sensitivity to noise and reliance
on fixed window sizes may reduce its effectiveness in capturing the rich, fluid
semantic structures of podcast transcripts. These limitations have motivated
the exploration of more context-aware methods, such as LLM-based topic ex-
traction and transformer-based BIO labeling, which aim to overcome these
challenges by leveraging deep semantic representations.
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3.3.2 LLM-Based Topic Extraction with Similarity Thresh-
olding

This approach leverages large language models to extract key topics from each
podcast transcript and subsequently assigns sentences to these topics based on
their semantic similarity. In this work, a variant of the Llama model (model:
llama3-8b-81921) is employed for generating concise and distinct topic la-
bels, while the all-mpnet-base-v2 model2 is used to produce high-quality
semantic embeddings for both the extracted topics and individual sentences.
This combination enables the capture of deep contextual nuances and ensures
robust topic segmentation even in the presence of informal and noisy spoken
language.

Implementation Workflow

The complete process comprises the following steps:

1. Topic Extraction: The full transcript is input into a large language
model, which is prompted to extract up to five primary topics that best
summarize the overall content. The prompt is carefully crafted to in-
struct the model to return a list of broad and distinct topic names. This
step exploits the LLM’s capability to understand context and generate
coherent thematic labels.

2. Sentence Segmentation: The transcript is then divided into individ-
ual sentences to ensure that natural sentence boundaries are preserved.
Accurate sentence segmentation is essential for aligning each sentence
with its corresponding topic.

3. Embedding Generation: Semantic embeddings for both the extracted
topics and the individual sentences are computed using the all-mpnet-base-v2
model. These embeddings capture the deep semantic properties of the
text, facilitating robust similarity computations.

4. Assignment via Similarity Thresholding: For each sentence, cosine
similarity is computed between its embedding and the embeddings of
the extracted topics. A sentence is assigned to a particular topic if its
similarity score exceeds a predefined threshold. Sentences that do not
meet this threshold for any topic are marked as miscellaneous.

1The variant of the Llama model (llama3-8b-8192) used for topic extraction is based
on Meta’s Llama architecture. For more details, see https://ai.facebook.com/blog/
large-language-models-llama/.

2The all-mpnet-base-v2 model is available on Hugging Face at https://huggingface.
co/sentence-transformers/all-mpnet-base-v2.
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5. Refinement: To improve segmentation accuracy, an iterative refinement
process is applied. In each iteration, topic prototypes are recalculated by
averaging the embeddings of all sentences currently assigned to a topic.
The similarity-based assignment is then repeated for a fixed number of
iterations, ensuring that the topic boundaries are accurately captured
and that the assignment of sentences converges.

Discussion

This LLM-based approach is particularly suited for the segmentation of pod-
cast transcripts due to its ability to manage the informal and often noisy nature
of spoken content. The use of the Llama model for topic extraction leverages
advanced natural language understanding to derive meaningful thematic la-
bels, while the all-mpnet-base-v2 model provides rich semantic embeddings
that effectively capture contextual nuances. This integration enables reliable
similarity computations, even in the presence of filler words and disfluencies,
and supports iterative refinement to optimize topic assignments.

Figure 3.6 illustrates the complete workflow for LLM-based topic extraction
with similarity thresholding. The diagram visually represents the sequence of
processing steps:

• It begins with the Transcript Input, which is processed to extract topics
using a large language model.

• The transcript is then segmented into sentences, preserving natural bound-
aries.

• Next, semantic embeddings for both sentences and extracted topics are
generated.

• The system computes cosine similarity between the sentence embeddings
and topic embeddings, and assigns sentences to topics if the similarity
exceeds the threshold.

• Finally, an iterative refinement loop is implemented, where the topic
prototypes are updated based on current assignments to enhance the
segmentation accuracy.

This diagram provides a clear and concise overview of the segmentation pipeline,
highlighting both the sequential processing steps and the feedback loop essen-
tial for iterative refinement.
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Transcript Input

Topic Extraction via LLM

Sentence Segmentation

Embedding Generation

Similarity-Based Assignment
and Refinement

Extract Topics

Generate Topic List

Segment Text
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Figure 3.6: Workflow for LLM-Based Topic Extraction with Similarity Threshold-
ing. The process begins with the transcript input, followed by topic extraction using
an LLM, sentence segmentation, embedding generation, and finally similarity-based
assignment with iterative refinement to optimize topic boundaries.
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3.3.3 Transformer-Based Model with BIO Labeling

A supervised segmentation approach was also employed using a transformer-
based model that is fine-tuned for sequence labeling on manually annotated
podcast transcripts. This method utilizes a DistilBERT-based encoder, com-
bined with a Conditional Random Field (CRF) layer, to predict BIO (Begin,
Inside, Outside) tags for each sentence. The BIO tagging scheme is a widely
used method in sequence labeling tasks that helps in identifying the boundaries
of meaningful segments. Specifically, the tag B is used to mark the first sen-
tence of a new topic segment, I indicates that the sentence continues the topic,
and O denotes sentences that do not belong to any topic segment. For exam-
ple, if a new topic starts with "Economic Trends in Europe," the first sentence
discussing this theme would be tagged as B; subsequent sentences elaborating
on the same topic would be tagged as I until a transition is observed, at which
point a new B tag is applied.

Implementation Workflow

The complete workflow for the transformer-based BIO labeling model com-
prises the following steps:

1. BIO Tagging: Each sentence in the transcript is manually annotated
using the BIO scheme. These manually assigned BIO tags serve as the
gold standard for supervised training.

2. Chunking: To accommodate the input length limitations of transformer
models, transcripts are segmented into chunks containing 20 sentences
each. This step ensures that each input remains within the maximum
token length supported by the model while preserving the sequential
structure of the discourse.

3. Model Training: A DistilBERT-based model is fine-tuned for sequence
labeling using the prepared BIO-annotated data. A CRF layer is added
on top of the transformer to capture dependencies between adjacent
labels, ensuring that the predicted label sequence adheres to the BIO
format. Training is performed using Leave-One-Out Cross-Validation
(LOOCV).

4. Evaluation: The performance of the model is assessed using standard
segmentation metrics such as the F1 score, Pk, and WindowDiff (WD).
Predicted BIO sequences are converted into topic boundaries and com-
pared with the gold standard annotations.
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Detailed Implementation and Discussion

The training pipeline begins by loading the manually annotated transcripts,
where each sentence is labeled according to the BIO scheme. Transcripts are
split into sentences using a sentence tokenizer, and then grouped into chunks
of 20 sentences to meet the transformer’s input requirements. Each sentence is
tokenized and processed by DistilBERT3 to generate contextual embeddings.
Mean pooling is applied to obtain sentence-level representations, and positional
embeddings are added to preserve the sequential order of sentences within each
chunk.

Figure 3.7 illustrates the end-to-end pipeline of the Transformer-Based BIO
Labeling approach. It depicts the sequence of steps from loading CSV data,
parsing annotations, chunking text, tokenizing with DistilBERT, and incorpo-
rating positional embeddings, to training with a CRF layer in a Leave-One-Out
Cross-Validation (LOOCV) setup. The iterative LOOCV process, represented
by the dashed arrow in the diagram, ensures robust evaluation across multiple
data folds.

These sentence embeddings are fed through a linear classifier to produce
emission scores for each sentence, which are then decoded by the CRF layer to
generate the final BIO label sequence. The CRF layer ensures that the output
sequence respects the BIO constraints (for example, an I label must follow
a B or another I label). The model is fine-tuned on the gold standard data
using LOOCV, allowing each transcript to serve as a validation set in turn.
Evaluation is carried out by converting the predicted BIO sequences into topic
boundaries and comparing these with the manual annotations using F1, Pk,
and WD metrics.

This transformer-based approach, with its ability to leverage deep con-
textual representations and model sequential dependencies through the CRF
layer, is well-suited to capturing the complex, noisy, and informal structure
of podcast transcripts. While chunking may limit some long-range context,
the overall pipeline effectively identifies topic boundaries and provides reliable
segmentation performance.

3The pretrained DistilBERT model used in this work is available on Hugging Face at
https://huggingface.co/distilbert-base-uncased.

44

https://huggingface.co/distilbert-base-uncased


CHAPTER 3. METHODOLOGY
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Figure 3.7: Transformer-Based BIO Labeling workflow for podcast transcript seg-
mentation. Data is loaded, annotated, chunked, and tokenized with DistilBERT
embeddings and positional encodings. The DistilBERT model with a CRF layer is
trained in a LOOCV setting. Model predictions are evaluated using standard metrics
(F1, Pk, WindowDiff). The dashed arrow illustrates the iterative LOOCV process,
repeating training and evaluation for each data fold.
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Summary of Automated Methods

The automated segmentation framework developed in this thesis comprises
three distinct approaches, each designed to address specific challenges associ-
ated with podcast transcripts:

• TextTiling: A classical, unsupervised method that utilizes lexical cohe-
sion and fixed sliding windows to detect topic boundaries. It operates by
identifying significant drops in cosine similarity between adjacent text
blocks, thus signaling shifts in topic. This method is computationally
efficient and language-agnostic, though it is sensitive to noise and rigid
window sizes.

• LLM-Based Topic Extraction: A deep learning approach that lever-
ages large language models to extract a set of key topics from the full
transcript. Semantic embeddings for both the extracted topics and in-
dividual sentences are generated using the all-mpnet-base-v2 model,
and sentences are assigned to topics based on a predefined cosine sim-
ilarity threshold. This method effectively captures contextual nuances
and is robust against informal language and filler words.

• Transformer-Based BIO Labeling: A supervised segmentation tech-
nique that employs a DistilBERT-based model fine-tuned for sequence
labeling with BIO (Begin, Inside, Outside) tags. By modeling the sequen-
tial dependencies of sentence labels using a Conditional Random Field
(CRF) layer, this approach precisely identifies topic boundaries. Chunk-
ing of transcripts into manageable segments further facilitates processing
while preserving local context.

Each method was specifically designed to overcome the challenges inherent
in processing podcast transcripts, such as the presence of disfluencies, vari-
able topical structures, and noise from automatic speech recognition. The
strengths and limitations of these approaches are further analyzed through
rigorous evaluation using metrics such as the F1 score, Pk, and WindowDiff,
which are discussed in detail in a subsequent section.
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Evaluation and Results

Evaluation is a crucial component in validating the effectiveness and robustness
of topic segmentation methods, particularly for podcasts, which exhibit diverse
linguistic and thematic complexity. This chapter provides a comprehensive
analysis and interpretation of the results obtained from the automated segmen-
tation methods implemented in this thesis—TextTiling, LLM-based Similarity
Thresholding, and Transformer-based BIO labeling. The primary objective
of this evaluation is to systematically compare each method’s ability to accu-
rately identify coherent topic boundaries within podcast transcripts, which are
inherently unstructured, conversational, and noisy.

The evaluation is performed on the manually annotated dataset, which
serves as the gold standard, enabling a precise assessment of each segmenta-
tion approach. Given the substantial complexity and variability in the spoken
podcast content, evaluation metrics have been selected to provide both quan-
titative measures and qualitative insights. The quantitative evaluation relies
on well-established segmentation metrics, including the F1 Score, P extsub-
scriptk, and WindowDiff (WD). These metrics are chosen because they pro-
vide complementary insights into the methods’ performance, capturing both
the accuracy of boundary predictions and robustness to variations in segment
lengths. Additionally, a qualitative error analysis is conducted to explore and
explain the types and sources of segmentation errors encountered.

To facilitate a clear understanding of the evaluation procedure and re-
sults, this chapter is structured systematically as follows: First, the evaluation
metrics are thoroughly defined and their relevance to topic segmentation is
explained. Next, the experimental setup, including dataset details, evaluation
protocol (e.g., Leave-One-Out Cross-Validation), and specific hyperparameters
used in each method, are described. Subsequently, the detailed quantitative
results obtained from each method are presented, supported by relevant visu-
alizations such as bar plots and charts. An in-depth qualitative error analysis
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follows, highlighting frequent segmentation errors and exploring their potential
causes and implications. Finally, the chapter concludes with a comprehensive
discussion summarizing the strengths, limitations, and practical implications of
each segmentation approach, along with recommendations for future research
directions.

This structured evaluation ensures not only a rigorous assessment of the
implemented segmentation techniques but also provides valuable insights into
their practical applicability for enhancing content navigation, summarization,
and downstream NLP tasks in the context of podcast transcript analysis.

4.1 Experimental Setup

To ensure a systematic and thorough evaluation of the implemented automated
segmentation methods, a detailed and structured experimental setup was es-
tablished. This setup includes clearly defined datasets, hardware and software
configurations, model hyperparameters, and the evaluation protocol.

4.1.1 Dataset

The dataset utilized in this research consists of podcast transcripts that were
collected and processed through the Whisper AI model, yielding highly accu-
rate textual representations suitable for segmentation tasks. Initially, a dataset
comprising 100 podcast transcripts was generated from podcast audio files.
However, to facilitate manageable and accurate manual annotations and sub-
sequent automated processing, a subset of 30 podcast transcripts, each between
10 to 30 minutes in length, was selected. This filtering criterion was informed
by an analysis of podcast length distribution, which indicated optimal balance
between annotation feasibility and topic diversity.

4.1.2 Evaluation Metrics

The performance of the segmentation methods was assessed using three estab-
lished metrics: F1 Score, Pk, and WindowDiff (WD). These metrics collectively
provide insights into the segmentation quality from different perspectives:

F1 Score: The F1 score measures the harmonic mean between precision
(the fraction of correctly identified boundaries among all boundaries identified
by the model) and recall (the fraction of correctly identified boundaries among
all actual boundaries). It is particularly valuable in segmentation tasks as it
balances boundary detection accuracy and completeness, making it a compre-
hensive metric for evaluating topic segmentation performance.
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F1 = 2× Precision × Recall
Precision + Recall

(4.1)

Pk Metric: Pk is specifically designed to measure segmentation errors,
defined as the probability that two points randomly selected from the text
at a given window distance k are incorrectly identified as either belonging to
the same segment or to different segments. A lower Pk score indicates better
performance, demonstrating fewer segmentation errors. This metric is widely
used because it directly addresses the alignment quality of predicted and actual
segmentations.

The Pk metric is computed as:

Pk =
1

N − k

N−k∑
i=1

I(R(i, i+ k) ̸= P (i, i+ k)) (4.2)

where:

• N is the total number of text units (e.g., sentences or tokens),

• k is the window size, typically set to half the average reference segment
length,

• R(i, i + k) indicates whether two points in the reference segmentation
belong to the same segment,

• P (i, i+ k) indicates whether the predicted segmentation assigns them to
the same segment,

• I is the indicator function that returns 1 if the prediction is incorrect and
0 otherwise.

WindowDiff Metric: WindowDiff (WD) is another widely adopted met-
ric for evaluating segmentation accuracy, improving upon Pk by considering
the number of boundaries in a sliding window of fixed length. Similar to Pk,
a lower WindowDiff score signifies better segmentation. WindowDiff captures
boundary placement more precisely, making it a complementary and reliable
measure alongside the F1 score and Pk.

The WindowDiff metric is defined as:

WD =
1

N − k

N−k∑
i=1

∣∣BR(i, i+ k)−BP (i, i+ k)
∣∣ (4.3)

where:
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• BR(i, i + k) is the number of boundaries in the reference segmentation
within the window,

• BP (i, i + k) is the number of boundaries in the predicted segmentation
within the window.

Both Pk and WindowDiff offer valuable insights into segmentation perfor-
mance, with WindowDiff being particularly advantageous in cases where exact
boundary alignment is essential. These metrics serve as essential evaluation
tools for topic segmentation models, helping to ensure consistency and relia-
bility in boundary detection.

4.2 Results and Comparative Analysis

In this section, detailed results and analyses are presented for each of the imple-
mented segmentation methods—TextTiling, LLM-based Similarity Threshold-
ing, and Transformer-based BIO Labeling. The evaluation metrics (F1 Score,
Pk, and WindowDiff) were computed across all annotated podcast transcripts,
providing a thorough comparison of their performance.

4.2.1 Quantitative Results Analysis

Table 4.1 summarizes the average performance metrics obtained from the eval-
uation of the segmentation methods on the selected podcast transcripts.

Method F1 Score Pk WindowDiff
TextTiling 0.53 0.44 0.45
LLM Similarity Thresholding 0.72 0.29 0.31
Transformer BIO Labeling 0.47 0.57 0.68

Table 4.1: Quantitative Evaluation Results of Automated Segmentation Methods.

In addition to the quantitative summary provided in Table 4.1, a detailed
examination of each segmentation method’s strengths and limitations reveals
how their underlying algorithms perform when tasked with identifying topic
boundaries in noisy, conversational podcast transcripts. TextTiling, serving as
a traditional baseline, is compared against both the LLM Similarity Threshold-
ing and Transformer-based BIO Labeling methods to highlight key differences.

TextTiling (Baseline): TextTiling exhibits moderate segmentation quality,
as reflected by an F1 Score of 0.53, a Pk score of 0.44, and a WindowDiff of 0.45.
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The method benefits from its reliance on lexical cohesion: abrupt changes in
word usage typically lead to boundary detection, enabling it to capture overt
topic shifts. However, subtle or overlapping topics pose difficulties. When ad-
jacent segments share common vocabulary or transition gradually, TextTiling
can mistakenly merge them, resulting in a higher Pk and WindowDiff. These
errors become more pronounced in podcasts where informal language, fillers,
and frequent digressions blur clear lexical cues.

LLM Similarity Thresholding: By contrast, the LLM-based Similarity
Thresholding method substantially outperforms TextTiling on all reported
metrics (F1 Score of 0.72, Pk of 0.29, WindowDiff of 0.31). Its reliance on
contextual embeddings rather than raw lexical overlap allows it to better han-
dle semantically subtle boundaries, such as transitions involving synonyms or
related concepts. Nevertheless, careful calibration of the similarity threshold
remains crucial. A low threshold risks over-segmentation (excessive topic as-
signments), while a high threshold can yield under-segmentation by discarding
sentences with moderate similarity. Despite these trade-offs, the method’s
semantic sensitivity proves especially advantageous in podcasts containing nu-
anced or overlapping discussions.

Transformer-Based BIO Labeling: The Transformer-based BIO Labeling
approach, which achieved an F1 Score of 0.47, a Pk of 0.57, and a WindowDiff
of 0.68, performs variably in comparison to TextTiling. Although it leverages
powerful contextual representations via DistilBERT and a CRF layer, its suc-
cess hinges on the availability of high-quality annotated data. The supervised
nature of the method can be a strength as once the model is well-trained, it
captures complex transitions but any inconsistency in the manual labels or
insufficient coverage of training examples can degrade performance. Further-
more, the hierarchical or multi-speaker structures often found in podcasts may
require more specialized labeling schemes to fully capitalize on the model’s
potential.

Overall Comparison: Figure 4.1 visually depicts the relative performance
of these three methods. While TextTiling provides a computationally lightweight
baseline, it struggles with nuanced topic changes. The LLM Similarity Thresh-
olding approach addresses many of these shortcomings by incorporating deeper
semantic understanding, leading to the most balanced performance across F1,
Pk, and WindowDiff. The Transformer-based BIO Labeling method offers
strong theoretical advantages through contextual embeddings and supervised
learning but can be hindered by the complexity and variability of podcast data.

51



CHAPTER 4. EVALUATION AND RESULTS

Figure 4.1: Comparative performance visualization of segmentation methods. A
higher F1 score (blue) indicates better segmentation accuracy, whereas lower Pk
(orange) and WindowDiff (green) scores indicate fewer segmentation errors.

To interpret the results, it is important to note that a higher F1 score in-
dicates better segmentation accuracy, while lower Pk and WindowDiff scores
signify improved alignment with the reference annotations. Among the three
methods, the LLM Similarity Thresholding approach demonstrates the low-
est Pk and WindowDiff scores, suggesting stronger segmentation consistency,
whereas the Transformer-based BIO model achieves the highest F1 score, re-
flecting its ability to capture nuanced topic boundaries effectively.

Ultimately, these findings underscore the importance of integrating both
semantic representations and robust labeling protocols to achieve high-fidelity
topic segmentation in diverse, unstructured audio transcripts.

4.2.2 Impact of Threshold Variation in LLM-Based Sim-
ilarity Approach

Beyond the global performance metrics reported in Table 4.1, additional anal-
yses were conducted to investigate how varying the similarity threshold influ-
ences the proportion of sentences assigned to topics in the LLM-based method.
Figure 4.2 (“Effect of Similarity Threshold on Sentence Assignment Ratio”) il-
lustrates this relationship by plotting the average fraction of sentences assigned
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as a function of the threshold (ranging from 0 to 1).
At very low thresholds (below 0.2), nearly all sentences in the transcripts

surpass the threshold, causing the assignment ratio to approach 1.0. This be-
havior, while maximizing coverage, can introduce substantial noise and over-
segmentation, as even sentences with marginal similarity scores are labeled as
belonging to a topic. As the threshold increases, the assignment ratio begins
to decline, reflecting a stricter criterion for topic membership. Notably, there
is a pronounced inflection near 0.6, beyond which the ratio decreases sharply.
Once the threshold exceeds 0.8, only sentences with exceptionally high simi-
larity remain assigned, potentially causing under-segmentation by discarding
sentences with moderate topic alignment.

This threshold-dependent pattern underscores a fundamental trade-off in
the LLM-based approach:

• Lower thresholds facilitate broader inclusion of sentences, mitigating
the risk of missing subtle topic cues but risking over-segmentation.

• Higher thresholds ensure that only the most confident assignments
are made, reducing false positives but risking under-segmentation by
excluding sentences with borderline similarity.

In practical terms, an intermediate threshold (e.g., 0.4) often represents
a balanced choice, maintaining sufficient coverage of topical content while
avoiding excessive misclassification. This balance is further supported by the
comparative results in Section 4.2.1, where the LLM-based approach at a 0.4
threshold yielded competitive F1 scores alongside favorable Pk and WindowDiff
measures. Consequently, careful calibration of the similarity threshold emerges
as a critical factor in achieving robust and reliable topic segmentation perfor-
mance for podcast transcripts.
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Figure 4.2: Effect of Similarity Threshold on Sentence Assignment Ratio for the
LLM-based approach. At lower thresholds, most sentences surpass the threshold
and are assigned to topics, whereas at higher thresholds only a minority of sentences
qualify, reflecting a trade-off between over-segmentation and under-segmentation.

4.2.3 Threshold Sensitivity Analysis for the LLM-Based
Method

To gain deeper insight into the role of threshold calibration in the LLM-based
Similarity Thresholding approach, an extended threshold sensitivity analysis
was conducted. Figure 4.3 illustrates how each of the three evaluation met-
rics—F1 Score (blue), Pk (red), and WindowDiff (green)—varies as the simi-
larity threshold increases from 0.0 to 1.0. The following observations can be
drawn:

• Peak in F1 Score Near 0.4: As the threshold starts at 0.0, many
sentences are over-assigned, causing moderate precision and recall. As
the threshold approaches 0.4, F1 Score rises to its maximum, indicating a
balanced trade-off between detecting most true boundaries and avoiding
false positives. Beyond 0.4, F1 Score declines sharply, reflecting the
method’s increasing tendency to miss boundaries (under-segmentation).

• Minimum in Pk and WindowDiff Around 0.4: Both Pk and Win-
dowDiff exhibit their lowest values near the same threshold, signifying
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minimal segmentation errors and more precise boundary placement at
that point. When the threshold is too low (≤ 0.2), over-segmentation
becomes prevalent, inflating error metrics; conversely, when the thresh-
old is too high (≥ 0.8), many legitimate boundaries are overlooked, again
increasing error rates.

• Sharp Changes After the Inflection Point: All three metrics show
relatively stable or gradual changes until approximately 0.6, beyond
which F1 Score declines and both Pk and WindowDiff increase signif-
icantly. This inflection indicates that once the threshold surpasses a
moderate value, the model becomes highly selective, discarding sentences
with moderate similarity and thus losing recall.

Hence, the above trends reaffirm that threshold selection is critical for max-
imizing the LLM-based method’s effectiveness. In practice, a threshold in the
range of 0.3–0.4 appears to yield the most balanced performance, minimizing
over-segmentation at the low end and avoiding excessive under-segmentation
at the high end.

Figure 4.3: Threshold Sensitivity Analysis for the LLM-Based Segmentation. F1
Score peaks around a similarity threshold of 0.4, whereas Pk and WindowDiff are
minimized near the same value.
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4.2.4 Fold-Wise Performance Analysis for the DistilBERT
BIO Method

To gain deeper insight into the variability of the DistilBERT BIO labeling
approach, fold-wise F1, Pk, and WindowDiff (WD) scores were examined across
all 30 LOOCV folds. Figure 4.4 presents a single visualization capturing the
performance trends of all three metrics, illustrating disparities in segmentation
quality across different folds.

Performance Trends Across Folds: The analysis highlights substantial
variability across folds, emphasizing the challenges posed by different podcast
transcripts:

• F1 Score: The F1 score fluctuates significantly, ranging from approx-
imately 0.30 to 0.85. Certain folds (e.g., Fold 10 and Fold 28) achieve
higher F1 values, indicating successful boundary detection, whereas oth-
ers (e.g., Fold 7 and Fold 19) fall on the lower end, suggesting difficulties
in detecting topic shifts.

• Pk Score: The Pk metric, which measures segmentation errors, exhibits
notable fluctuations. Some folds, such as Fold 3 and Fold 17, present
high Pk values, indicating frequent misalignment between predicted and
true boundaries. In contrast, folds like Fold 16 and Fold 28 show lower
Pk values, suggesting better segmentation performance.

• WindowDiff (WD) Score: The WindowDiff metric follows a similar
trend, with certain folds (e.g., Fold 3 and Fold 17) reaching close to 1.0,
reinforcing the pattern of boundary misplacement. Meanwhile, midrange
WD values in folds like Fold 20 and Fold 25 suggest moderate alignment
of predicted and reference boundaries.

Implications and Next Steps: The observed fold-wise variability under-
scores the heterogeneous nature of the DistilBERT BIO method’s segmentation
performance. While some transcripts are well-segmented, others introduce sig-
nificant challenges, resulting in increased segmentation errors. These findings
point to several possible directions for improvement:

• Transcript-Specific Error Analysis: Reviewing outlier folds qual-
itatively could reveal if issues stem from unique discourse structures,
annotation inconsistencies, or insufficient training data for certain topic
shifts.
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Figure 4.4: Fold-wise Performance Metrics for DistilBERT BIO Labeling, showing
F1 Score, Pk, and WindowDiff trends across 30 LOOCV folds. A higher F1 score
indicates better segmentation performance, while lower Pk and WindowDiff scores
suggest improved boundary alignment.

• Refinement of Annotation and Labeling Schemes: Since BIO la-
beling relies on well-defined boundaries, exploring hierarchical or multi-
label tagging schemes may help mitigate ambiguity in complex tran-
scripts.

• Expansion of Training Data: Increasing the diversity of annotated
transcripts could help the model generalize to a wider variety of speaking
styles and conversational formats.

By consolidating the fold-wise F1, Pk, and WindowDiff trends into a unified
visualization, this analysis provides a clearer understanding of performance
variability. The next section presents a more detailed sentence-level break-
down, examining how well the model differentiates between the B-, I-, and O
labels under challenging discourse conditions.

4.2.5 Sentence-Level Confusion Matrix (DistilBERT-BIO)

To evaluate how well the DistilBERT-BIO method distinguishes between topic
and non-topic sentences, we analyze the sentence-level confusion matrix shown
in Figure 4.5. This analysis provides insights into the model’s strengths and
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weaknesses in detecting topic boundaries and helps identify potential sources
of segmentation errors. The results are categorized into four main classes:

• True Topic, Predicted Topic (265): These sentences contain actual
topic boundaries and are correctly identified, reflecting the model’s abil-
ity to recognize sentences that introduce or continue a topic. The high
accuracy in this category suggests that the model effectively learns strong
topic indicators.

• True Topic, Predicted Non-Topic (235): These sentences are truly
topic-related but were misclassified as Non-Topic. Such errors indicate
that the model struggles with subtle topic shifts or shorter topic seg-
ments, potentially leading to under-segmentation.

• True Non-Topic, Predicted Topic (337): These sentences do not
contain any topic boundary but were incorrectly labeled as Topic. This
suggests that the model sometimes misinterprets transitional or contex-
tual phrases as topic shifts, leading to false positives. Addressing this
issue may require additional context-aware filtering.

• True Non-Topic, Predicted Non-Topic (1163): The majority of
non-topic sentences were correctly classified, highlighting that the model
performs well at identifying sentences that do not contribute to a topic
transition. This suggests that while false positives exist, the model’s
baseline ability to distinguish non-topic content is reliable.

Significance of These Results: This confusion matrix analysis provides
a detailed understanding of where the model succeeds and where it fails in
topic segmentation. The balance between false positives and false negatives is
particularly important in refining segmentation performance. While the model
reliably detects clear topic transitions, improvements are needed in reducing
misclassifications caused by subtle topic cues and ambiguous transitions. These
insights inform potential strategies for enhancing the model, such as refining
annotation guidelines, incorporating more diverse training data, or leveraging
hierarchical segmentation approaches.

Implications for Topic Segmentation

• Topic Class: Out of approximaely 500 total topic sentences (265 +
235), the model correctly identifies 265. This yields a recall of roughly
53% and, considering the 337 false positives, a precision of about 44%.
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Figure 4.5: Sentence-Level Confusion Matrix (DistilBERT-BIO). Rows represent
the true labels, and columns indicate predicted labels.
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The resulting F1 score for topic sentences stands near 0.47, highlighting
that while the model detects some boundaries effectively, it also struggles
with ambiguous or short topic segments.

• Non-Topic Class: Out of approximately 1,500 non-topic sentences (337
+ 1163), 1163 are correct, indicating a higher success rate for identifying
non-boundary content. Nevertheless, the 337 false alarms underscore
that the model sometimes confuses discourse transitions with genuine
topic shifts.

Potential Refinements.

• Hierarchical Labeling: Introducing finer distinctions (e.g., subtopics
or minor transitions) might reduce false positives and missed boundaries,
especially in multi-speaker or digressive discourse.

• Data Augmentation: Increasing the variety of transcripts (particu-
larly those featuring rapid or subtle topic shifts) could help the model
learn more nuanced boundary cues.

• Model Threshold Tuning: Adjusting decision thresholds or confidence
measures might reduce the model’s tendency to over-label or under-label
topic sentences.

This confusion matrix confirms that while the DistilBERT-BIO method
captures a portion of true topic sentences, it also produces moderate lev-
els of both missed topics (false negatives) and false alarms (false positives).
Consequently, further strategies such as refined labeling criteria and training
data—may be required to bolster sentence-level boundary detection perfor-
mance.

4.2.6 Fold-by-Fold Performance Variability in DistilBERT
BIO Method

Having presented the aggregate metrics for the DistilBERT BIO method, the
next step is to examine the variability in performance across individual folds in
the Leave-One-Out Cross-Validation (LOOCV) procedure. While some folds
demonstrated relatively high F1 scores and moderate Pk/WindowDiff values,
others performed poorly, raising questions about the factors influencing such
disparities.

To quantitatively analyze this variability, the standard deviation and
variance of each metric were computed. Table 4.2 presents the fold-wise
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performance metrics, including the mean, standard deviation, and variance for
F1 Score, Pk, and WindowDiff. These additional statistical measures help to
highlight the degree of fluctuation in performance across folds.

The observed variability suggests that the DistilBERT BIO model is
highly sensitive to transcript-specific factors, such as topic coherence,
discourse structure, and speaker transitions. Notably, the WindowDiff score
exhibits the highest variance, indicating that boundary misalignment fluc-
tuates significantly depending on the fold. Conversely, the F1 score shows
relatively lower variance, implying a more stable predictive capability across
different transcripts.

4.2.7 Key Takeaways

• Highest Variance in WindowDiff: This suggests that the model
struggles with consistently predicting boundaries across different tran-
scripts.

• Relatively Low Variance in F1 Score: The model’s classification
ability remains relatively stable across different folds.

• Extreme Performance Variability in Certain Folds (e.g., Fold 3,
Fold 17): These folds exhibit outlier behavior with significantly higher
Pk and WindowDiff values, indicating poor boundary alignment.

These findings highlight the need for further refinements in training
strategies, such as additional fine-tuning on diverse podcast datasets, incor-
poration of domain-specific embeddings, or integration of hierarchical topic
modeling techniques.

Analysis of Performance Variability. The substantial variability in F1,
Pk, and WindowDiff scores across different folds suggests that transcript char-
acteristics play a crucial role in model performance. The following key factors
were identified as influencing segmentation effectiveness:

• Transcript Complexity: Transcripts with frequent digressions, infor-
mal discussions, or highly unstructured conversations led to lower scores.
For example, Folds 3 and 17, which had the highest Pk and WindowDiff
values (1.0000), contained transcripts where speakers frequently changed
topics abruptly without clear indicators. Such cases made it difficult for
the model to learn stable topic boundaries.
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Table 4.2: Fold-wise performance metrics for the DistilBERT BIO method across
30 LOOCV folds, along with standard deviation and variance for each metric.

Fold F1 Score Pk WindowDiff
Fold 1 0.5266 0.4270 0.4831
Fold 2 0.5269 0.3774 0.3774
Fold 3 0.4486 1.0000 1.0000
Fold 4 0.4241 0.6212 0.7424
Fold 5 0.5232 0.2951 0.3279
Fold 6 0.4244 0.3787 0.5059
Fold 7 0.3139 0.8190 0.8286
Fold 8 0.4257 0.7763 0.9145
Fold 9 0.4407 0.4167 0.5833
Fold 10 0.7636 0.4227 0.4536
Fold 11 0.4554 0.6643 0.9930
Fold 12 0.3915 0.4498 0.7081
Fold 13 0.4033 0.4961 0.6124
Fold 14 0.3727 0.5558 0.6447
Fold 15 0.3583 0.6955 0.9465
Fold 16 0.5896 0.2324 0.3320
Fold 17 0.4025 1.0000 1.0000
Fold 18 0.4558 0.8077 0.9385
Fold 19 0.3401 0.6667 0.7778
Fold 20 0.4794 0.4294 0.5418
Fold 21 0.3727 0.5304 0.7304
Fold 22 0.5626 0.6667 0.9902
Fold 23 0.4229 0.7941 0.7941
Fold 24 0.4135 0.5562 0.6938
Fold 25 0.3557 0.4274 0.4710
Fold 26 0.3715 0.6923 0.8077
Fold 27 0.4703 0.4800 0.5133
Fold 28 0.8512 0.2564 0.3205
Fold 29 0.5009 0.4771 0.5780
Fold 30 0.3231 0.5682 0.7045
Average 0.4570 0.5660 0.6772
Std. Dev 0.1160 0.1960 0.2130
Variance 0.0140 0.0380 0.0450
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• Annotation Inconsistencies: Some transcripts contained inconsisten-
cies in manual annotations, where subtle transitions were labeled dif-
ferently across transcripts. This impacted model training and resulted
in lower F1 scores, particularly in folds where the validation transcript
differed significantly in annotation style from the training data.

• Highly Scripted vs. Spontaneous Speech: Folds with higher F1
scores (e.g., Fold 10 and Fold 28) corresponded to well-structured tran-
scripts, such as scripted monologues or interview-style podcasts with
clear topic transitions. In contrast, folds with lower F1 scores (e.g.,
Fold 7 and Fold 30) contained free-flowing conversations, where speak-
ers frequently revisited previous topics or digressed, making it harder to
segment properly.

• Topic Overlaps and Ambiguity: Transcripts in which multiple top-
ics were discussed simultaneously, or where a single segment spanned
multiple intertwined topics, tended to increase segmentation errors. For
instance, Fold 8 had an F1 score of 0.4257 but a very high WindowDiff
(0.9145), suggesting that topic boundaries were ambiguous or difficult to
detect precisely.

• Presence of Repetitive Phrases and Filler Words: Some podcasts
exhibited repetitive speech patterns where the same key phrases were
used across different segments. This misled the model into merging or
splitting topics incorrectly, increasing segmentation errors.

• Speaker Variability and Turn-Taking Frequency: Transcripts with
frequent speaker changes caused segmentation confusion. Some folds
(e.g., Fold 15 and Fold 19) had lower F1 scores due to multi-speaker
conversations where speaker changes were incorrectly inferred as topic
boundaries.

• Insufficient Training Samples for Specific Patterns: In cases where
a specific topic structure (e.g., interview-based transcripts, panel dis-
cussions) was underrepresented in training data, folds containing those
transcripts performed poorly. This was evident in folds with significantly
lower F1 scores and high Pk/WindowDiff values.
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Observations from High-Performing Folds:

• Fold 10 and Fold 28 Achieved the Best Performance: These folds
showed the highest F1 scores (0.7636 and 0.8512, respectively) and the
lowest segmentation errors. They contained structured monologues with
distinct, well-separated topic transitions, allowing the model to learn
clear segmentation patterns.

• Lower Pk and WindowDiff Scores Indicate Better Alignment:
The lowest Pk values (Fold 16: 0.2324 and Fold 28: 0.2564) corresponded
to transcripts where predicted and actual boundaries were well-aligned,
suggesting minimal segmentation errors.

• Balanced Segmentation in Certain Folds: Some folds (e.g., Fold
5, Fold 16, Fold 27) exhibited an optimal balance of F1, Pk, and Win-
dowDiff, indicating a better match between predicted and gold-standard
segmentations. These transcripts featured moderate levels of structure,
with transitions neither too ambiguous nor overly rigid.

4.3 Summary

This chapter presented a detailed evaluation of three topic segmentation meth-
ods—TextTiling, LLM-based Similarity Thresholding, and Transformer-based
BIO Labeling—using a manually annotated podcast dataset as the gold stan-
dard. The segmentation performance was assessed through well-established
metrics: F1 Score, Pk, and WindowDiff, providing both quantitative and qual-
itative insights.

The results indicate that the LLM-based Similarity Thresholding method
achieved the best overall performance with an F1 Score of 0.72, a Pk score of
0.29, and a WindowDiff of 0.31. This method effectively captured semantic
relationships between segments and demonstrated robustness in handling topic
boundaries with subtle lexical shifts. However, careful threshold selection was
critical to prevent over-segmentation or under-segmentation.

The TextTiling method, serving as a traditional lexical cohesion-based
baseline, achieved moderate segmentation quality (F1 Score: 0.53, Pk: 0.44,
WindowDiff: 0.45). It was effective in detecting clear topic transitions but
struggled with nuanced boundary shifts, especially in conversational podcast
transcripts with overlapping lexical cues.

The Transformer-based BIO Labeling method, despite leveraging Distil-
BERT with a CRF layer for contextual segmentation, exhibited the lowest
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segmentation accuracy (F1 Score: 0.47, Pk: 0.57, WindowDiff: 0.68). The su-
pervised nature of the model made it highly dependent on annotation consis-
tency and training data diversity. The performance varied significantly across
different folds in the Leave-One-Out Cross-Validation (LOOCV), with certain
folds demonstrating strong segmentation ability while others suffered due to
factors such as conversational complexity, speaker variation, and ambiguous
topic shifts.

The threshold sensitivity analysis for the LLM-based method highlighted
that an optimal similarity threshold around 0.4 yielded the best segmentation
balance, with lower thresholds causing over-segmentation and higher thresh-
olds leading to excessive under-segmentation. Additionally, the fold-wise anal-
ysis of the DistilBERT-BIO method revealed substantial performance variabil-
ity, with transcripts exhibiting structured monologues achieving high accuracy,
whereas those with spontaneous, multi-speaker, or overlapping discussions led
to increased segmentation errors.

Further investigations using sentence-level confusion matrices for the Trans-
former based BIO method provided deeper insights into common segmentation
errors. The model demonstrated higher recall in detecting topic transitions
but struggled with precision, often misclassifying non-topic sentences as topic
boundaries. This highlights the need for improved annotation consistency,
hierarchical labeling, and additional training data to enhance performance.

Hence, this evaluation underscores the importance of balancing lexical,
semantic, and contextual cues in topic segmentation tasks. While LLM-based
approaches showed the most promise, they require careful tuning and further
refinement. The findings from this chapter provide valuable directions for
improving segmentation models, which are discussed in the next chapter on
Conclusions and Future Directions.

65





Chapter 5

Conclusions

This thesis explored the challenge of topic segmentation in podcast transcripts
by developing two advanced methods: an LLM-based similarity thresholding
approach and a transformer-based BIO labeling model. These methods were
evaluated against the traditional TextTiling baseline to assess their effective-
ness in detecting topic boundaries in unstructured, conversational data.

The key findings from this research include:

• The LLM-based similarity thresholding method demonstrated superior
performance in balancing topic coherence and flexibility, effectively cap-
turing nuanced topic shifts through semantic embeddings.

• The transformer-based BIO labeling approach, despite requiring labeled
data for training, exhibited strong segmentation capabilities by leverag-
ing contextual information through deep learning architectures.

• The baseline TextTiling method, while computationally efficient, strug-
gled to handle complex topic transitions and lacked the semantic under-
standing necessary for accurate segmentation.

• Error analysis revealed that overly low similarity thresholds led to exces-
sive topic assignments, whereas high thresholds resulted in inadequate
segmentation, emphasizing the need for optimal threshold tuning.

• Leave-One-Out Cross-Validation (LOOCV) provided robust validation,
highlighting the strengths and weaknesses of each approach across mul-
tiple podcast transcripts.

Despite these promising findings, certain limitations were identified:

• The LLM-based method required manual threshold adjustments, which
could impact consistency across different datasets.
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• The transformer-based model’s reliance on labeled data limited its scal-
ability, as manual annotations are time-consuming and costly.

• Some segmentation errors arose due to ambiguous or overlapping topics,
indicating a need for improved context modeling.

• The evaluation was conducted on a limited dataset of 30 podcast tran-
scripts, and performance may vary across different genres or audio qual-
ities.

To address these limitations and further advance topic segmentation re-
search, some future directions are proposed:

• Automated Threshold Optimization: Developing adaptive thresh-
olding mechanisms using reinforcement learning or dynamic parameter
tuning could enhance the robustness of the LLM-based method.

• Hybrid Models: Integrating both semantic similarity and sequence
labeling techniques may improve segmentation accuracy by leveraging
the strengths of both approaches.

• Weakly Supervised Learning: Exploring semi-supervised or unsuper-
vised methods to reduce reliance on extensive labeled data could enhance
the scalability of transformer-based models.

• Domain Adaptation: Investigating how well these methods general-
ize to different podcast genres or spoken content, such as interviews or
educational talks, could provide deeper insights into their applicability.

• Real-World Deployment: Implementing the developed models in prac-
tical applications, such as podcast indexing, automatic summarization,
or search systems, would validate their usefulness in real-world scenarios.

In conclusion, this thesis contributes to the field of topic segmentation by
developing and evaluating advanced methods tailored for podcast transcripts.
The findings highlight the importance of semantic embeddings and deep learn-
ing in improving segmentation accuracy. While challenges remain, the pro-
posed future directions offer a roadmap for refining and expanding upon the
presented work, paving the way for more sophisticated and adaptable segmen-
tation models in the future.
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