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Abstract

Computational methods for identifying and generating counterarguments in
online discussions are increasingly becoming a focus of research. Even though
counterarguments are often associated with persuasion in theoretical and prac-
tical argumentation, to the best of our knowledge, this connection has been
neglected in computational argumentation. Against this background, the aim
of the presented work is to better understand and, if possible, further develop
methods for identifying persuasive counterarguments in online discussions.
The focus of this bachelor's thesis is the prediction of persuasive counterargu-
ments as well as relevant counterarguments in online discussions. This bache-
lor's thesis explores the computational identi�cation of persuasive counterar-
guments in online discussions, with a focus on the Change My View subreddit.
The bachelor's thesis is based on the SimDissim, approach from Wachsmuth
et al. [2018], a simple counterargument retrieval approach based on similari-
ties. Our research investigates its e�ectiveness in predicting persuasive coun-
terarguments and its adaptability for improvement. Three experiments were
conducted using the Change My View dataset, revealing that the SimDis-

sim performs marginally better than random guessing in predicting persuasive
counterarguments. However, it proves e�ective in argument relevancy predic-
tion, achieving an average normalized discounted cumulative gain (nDCG) of
0.9. The �ndings contribute to understanding the challenges and potential
improvements in computational methods for identifying persuasive counter-
arguments in online discussions. The results of this thesis showed that the
model used is well suited to predict argument relevance. Further experiments
would need to investigate whether the model is also suitable for predicting
other characteristics of counterarguments.
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Chapter 1

Introduction

A counterargument, also known as an opposing argument, is a viewpoint or an
argument that opposes or refutes an existing argument or claim. Counterar-
guments are often used in debates, discussions, persuasive writing, and critical
thinking to provide a more comprehensive view on a topic and to address
potential objections or weaknesses in an argument.

In natural language processing, counterarguments play a key role in various
applications, such as question answering, summarization, and dialogue genera-
tion. In these applications, it is often necessary to be able to identify the most
salient counterarguments to a given claim, in order to provide a comprehensive
and informative response.

Existing research focuses on counterargument detection [Körner et al.,
2021], generation [Alshomary et al., 2021] and retrieval [Wachsmuth et al.,
2018]. Even though counterarguments are often associated with persuasion
in theoretical and practical argumentation, to the best of our knowledge, this
connection has been neglected in computational argumentation. One partic-
ularly valuable approach has been proposed in the pioneering work on �best�
counterargument retrieval by Wachsmuth et al. [2018]. They de�ned their tar-
get for a counterargument as the one that �invokes the same aspects as the
(input) argument while having the opposite stance.� Their approach to �nding
the best counterargument is to select an argument that is the most semanti-
cally similar to the given argument and simultaneously most dissimilar to it
in terms of stance. From here on we will refer to this approach as SimDissim.
A more detailed description of SimDissim can be found in Section 3.1. We go
into more depth about further existing work in Chapter 2.

Similar to the work discussed above, this thesis aims to identify the best
counterarguments in the domain of online discussions, speci�cally in the Reddit
based discussion forum: Change My View. Change My View provides a dy-
namic and inclusive platform for users to participate in thoughtful discussions
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CHAPTER 1. INTRODUCTION

by encouraging users to present well-reasoned arguments. The discussions are
carefully moderated according to the community rules1 ensuring the discus-
sions maintain a high standard of quality and remain focused on the topic at
hand. According to the rules, direct responses to a submission must challenge
or question at least one aspect of the submitted view.

Additionally, Change My View allows users to indicate if they have been
persuaded by other user(s)' comment through the delta mechanism, which
allows users to highlight the comment(s) that changed their view to other
users. These two factors make Change My View suitable both for the analysis
of counterarguments and persuasion. This thesis builds upon contributions
made by Wachsmuth et al. [2018] and poses the following research questions:

� To what extent can we e�ectively predict persuasive counterarguments
in online discussions using the idea of SimDissim?

� Can SimDissim be adapted or modi�ed to improve its e�ectiveness in
online persuasive discussions?

� Can SimDissim predict other characteristics of counterarguments?

In Chapter 3 we describe the methods chosen to answer these questions
and in Chapter 4 we describe the experiments conducted. We carried out
three experiments that are based upon SimDissim and the Change My View
dataset of Al-Khatib et al. [2020].

The �rst experiment was focused on the task of persuasive counterargument
prediction and employed all comments from the same thread as candidates. In
the second experiment, we narrowed down the candidate pool to root comments
from the same thread, which are enforced by community rules to challenge the
original argument. The third experiment was focused on the task of argument
relevancy prediction and employed delta comments from di�erent threads as
candidates. The results of the experiments are discussed in Section 4.3.3. The
main �ndings are as follows:

� For persuasive counterargument prediction SimDissim is just 5 − 10%
better than random guessing.

� For argument relevancy prediction SimDissim achieves an nDCG of 0.9.

� SimDissim cannot be improved for persuasive counterargument predic-
tion by minor modi�cations, without changing the underlying idea.

1Change My View community rules: https://www.reddit.com/r/changemyview/wiki/
rules
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Chapter 2

Background

To have a foundation for the experiments, we �rst look at the theoretical
background of argumentation including some real-world examples. We will
also look at computational argumentation, which includes di�erent approaches
to argument retrieval and generation. Finally, we will look at the problem of
persuasiveness prediction.

2.1 Argumentation Theory

First let us look at the theoretical background of argumentation. An integral
part of argumentation theory is, as the name implies, the de�nition of an
argument. There are multiple di�erent frameworks de�ning arguments.

One of these frameworks for analyzing and understanding arguments is
the Toulmin Model [Toulmin, 2008]. An example of the model is shown in
Figure 2.1. It breaks down an argument into essential components. The claim
represents the main assertion, the data provides support, and the warrant is
the underlying reasoning that connects the data to the claim. Additionally,
the model can be extended with backings, quali�ers, and rebuttals to further
re�ne the argument and address counterarguments.

Another framework for analyzing arguments is the Freeman Model [Free-
man, 2011]. Both models identify premises, conclusion, and quali�ers in an
argument. However, the Freeman Model focuses more one the interactions
between a defending and an opposing argument. It addresses conditions of
rebuttal, which are the conditions under which the argument would no longer
be valid. The Freeman Model is more comprehensive, emphasizing explicit
warrants, introducing backing, and addressing conditions of rebuttal, making
it a structured approach for in-depth argument analysis, while the Toulmin
Model primarily identi�es the basic components of an argument.
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CHAPTER 2. BACKGROUND

SoData
Tom is from Germany

Qualifier
most likely

Claim
Tom speaks German

since

Warrant
Germans speak

German

because

Backing
It is the official

language

unless

Rebuttal
He moved away at an

early age

Figure 2.1: Toulmin Model Example: �Tom is from Germany, so he speaks German,
since everyone from Germany speaks German, because it is the o�cial language of
Germany, unless they moved away at an early age.�

One additional concept speci�c to counterarguments, is defeasible reason-
ing [van Eemeren et al., 1987]. This idea was introduced by Pollock [1987] and
is based on the concept of defeaters. Defeaters are either rebutting or under-
cutting. Rebutting defeaters are arguments that directly oppose the original
argument. Undercutting defeaters are arguments that weaken the original ar-
gument. His standard example is "X is red, because X looks red to me, but X
is illuminated by a red light, so X could have another color."

There are also some concepts and structures that only arise when multiple
arguments come together and form a discussion. These structures and interac-
tions between individual arguments can lead to new insights and conclusions,
that are not present in the individual arguments themselves [Mirzakhmedova
et al., 2023]. One example of a concept speci�c to discussions are fallacies. A
fallacy in argumentation is a �deception in disguise� [Habernal et al., 2018]. It
is a �aw in reasoning that makes an argument invalid. Fallacies are a common
occurrence in arguments and are even more prominent in online discussions
[Habernal et al., 2017]. The probably most famous one is the ad hominem
fallacy. Ad hominem arguments attack the character or personal attributes
of their opponent rather than addressing the substance of their argument. It
is especially common in digital discourse where participants are anonymous
and often resort to personal attacks, name-calling, or character assassinations
instead of engaging in rational debate.
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CHAPTER 2. BACKGROUND

2.2 Real-world Argumentation

In this section we will highlight some real-world examples of argumentation.
We will particularly focus on online discussions because they are the most
accessible for computational analysis.

2.2.1 Change My View

One example of real-world argumentation is Change My View, which is part
of the online platform Reddit. Reddit is structured in Subreddits, which are
like mini forums. Everyone can create threads, and everyone can comment. A
thread is a tree with an original post (OP) as a root and comments below it.
These trees can have a nearly1 arbitrary depth. An example can be seen in
Figure 2.2. Even though the platform is very structured, the users are known
for their chaotic and unpredictable behavior. Luckily, this does not hold true
for all the Subreddits. Change My View is one of the more structured ones.
It has rules and a general structure to the threads, which are enforced by
moderators, but still everyone is able to create threads and comment on most
topics.

The idea of Change My View is to post a controversial opinion and then
others can comment on it and try to change the OPs view. When someone is
convinced, they can award a delta to the comment, which changed their view.
These deltas are visible to everyone so that they can see which arguments are
the most convincing. For our purposes, these deltas are considered as a ground
truth for the persuasiveness of an argument, as done in Tan et al. [2016] and
Al-Khatib et al. [2020]. An example of a Change My View thread with a delta
can be seen in Figure 2.3.

2.2.2 iDebate

The iDebate website is another online platform that serves as a practical ex-
ample of argumentation in the real world. This website o�ers a space for
individuals to engage in structured and informed discussions, often involving
controversial or complex topics. Users can present their viewpoints, provide
supporting evidence, and engage in debates with others in a respectful and
logical manner.

1There is a Subreddit called r/counting where users just count, by replying with the next
number to the previous comment. At some point an admin had to step in and stop them,
because they were causing site-wide performance issues. This is the same Subreddit that
was responsible for some glitch tokens in GPT-3.
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CHAPTER 2. BACKGROUND

Figure 2.2: Example of a Change My View OP, taken from https:

//www.reddit.com/r/changemyview/comments/17ksj3o/cmv_religion_and_

traditions_shouldnt_have_such_a/

The website provides a diverse range of topics and promotes critical think-
ing and e�ective communication. It encourages users to develop and present
well-structured arguments, cite credible sources, and engage in constructive
dialogue. Through this platform, individuals can re�ne their argumentation
skills, gain a deeper understanding of various perspectives, and foster produc-
tive discussions on important societal issues.

In contrast to Change My View on Reddit, iDebate is a more structured
platform. Topics and arguments are formulated extremely precisely, short
and generalized. Also, the stance of the argument is always clear, and every
argument has a source. On Change My View people express their opinions in
a more personal way, which makes it harder to analyze them computationally,
but also more representative for casual everyday discussions.

2.3 Computational Argumentation

Computational argumentation is a �eld of research that focuses on developing
models and methods for analyzing and understanding arguments. It is part
of computational linguistics and natural language processing. It covers a lot
of tasks from automatic extraction and evaluation of arguments from natural
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Figure 2.3: Example of a Change My View thread with a delta, shortened for bet-
ter readability. Taken from https://www.reddit.com/r/changemyview/comments/

17ksj3o/comment/k79ovay/?utm_source=share&utm_medium=web2x&context=3

language text to argumentation generation [Boltuzic and Snajder, 2014]. In
this section, we will look at di�erent parts of computational argumentation,
focused on argument and counterargument retrieval.

One signi�cant area within computational argumentation is argument re-
trieval. Argument retrieval is the process of searching and extracting spe-
ci�c arguments or argumentative content from a dataset or corpus of text
[Wachsmuth et al., 2017]. This retrieval aims to �nd relevant arguments re-
lated to a particular topic, debate, or context [Lin et al., 2023]. One common
approach to argument retrieval is to �rst extract a set of candidate argu-
ments and then rank them by their relevance [Green et al., 2021]. Notably,
the Touché lab holds yearly shared tasks and competitions for computational
argumentation focused around argument retrieval [Bondarenko et al., 2023].

Additionally, to argument retrieval, there is also counterargument retrieval.
Counterargument retrieval is the process of �nding relevant counterarguments
that oppose a given argument or stance [Wachsmuth et al., 2018]. It can
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CHAPTER 2. BACKGROUND

require an understanding of the argument, its context and the stance of the
argument.

There is also some research for counterargument generation. This process
is even more challenging than counterargument retrieval because it requires a
deeper understanding of the argument and its context [Ein-Dor et al., 2020].
An example of counterargument generation is Alshomary et al. [2021]. They
try to �nd weak premises in a given argument and then generate counterargu-
ments based on these weak premises, to undermine the original argument.

Most approaches to counterargument retrieval and generation use prior
topic knowledge. Wachsmuth et al. [2018] tried to solve the problem of coun-
terargument retrieval without prior topic knowledge, by focusing purely on
the semantics of the arguments. They used a combination of semantic and
syntactic similarity measures to determine the relevance of counterarguments
for a given argument. Their approach is the foundation for our experiments.

2.4 Persuasiveness Prediction

Most of the time, the goal of a discussion is to convince the other participants
of your opinion. Especially in online discussions does the most persuasive
argument win and not the most relevant one [Dimitrov et al., 2021] [Lukin
et al., 2017]. There has been plenty of research on the topic of persuasiveness
in online media. A lot of it in the context of propaganda detection [Martino
et al., 2020].

Tan et al. [2016] concluded that the persuasiveness of an argument is very
dependent on numerous factors. They found that the persuasiveness of an
argument is very dependent on the person being persuaded. Also, their data
showed, that persuasiveness is less dependent on the argument itself, but more
on meta information like arguments that come earlier in the discussion, are
lengthier or use italics and bullet points are more likely to be persuasive.

Dimitrov et al. [2021] posed a shared task for detecting persuasive tech-
niques in online pictures and text, mainly for propaganda detection. They
propose 22 persuasive techniques. They could be helpful, by detecting them in
arguments or using them as a guideline for generating persuasive arguments.
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Chapter 3

Methods

Since the �eld of persuasive counterargument prediction is to our knowledge
not well researched, we use the SimDissim approach from Wachsmuth et al.
[2018], which was originally used for argument relevancy prediction, and adapt
it to our tasks. The two tasks we want to solve are argument relevancy pre-
diction and persuasive counterargument prediction.

For persuasiveness prediction we use counterarguments from the same topic
and try to �nd the most persuasive one. For relevancy prediction we use
counterarguments from di�erent topics and try to �nd the one from the initial
topic.

In Section 3.1 we describe the SimDissim approach in more detail. Section
3.2 de�nes the tasks we want to solve and Section 3.3 describes the evaluation
metric we use.

3.1 Approach

3.1.1 SimDissim

All of our experiments are based on the SimDissim approach from Wachsmuth
et al. [2018]. Their main idea is to use similarity measures as an indicator for
the relevance of counterarguments. More precisely, they hypothesize the best
counterargument to invoke the same aspects as the initial argument while hav-
ing the opposite stance. They model this relation by using a combination of
semantic and syntactic similarity measures. The two similarity measures used
are the pure words similarity and the embedding similarity. The pure word
similarity is the Manhattan similarity of the bag-of-words representation of the
arguments. The embedding similarity is the Word Mover's Distance [Kusner
et al., 2015] between the word embeddings of the arguments. Additionally, the
initial argument is split into premise and conclusion and the similarities are
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Candidate

 
 

 
 

Figure 3.1: General structure of the scoring function: Word similarities in blue,
embedding similarities in orange. The rhomboids represent the aggregation func-
tions. Dotted lines represent on possible result of the aggregation functions.

calculated separately for those parts. In the end there are 4 similarities for
each counterargument, embedding and pure word similarity for premise and
conclusion each. The �nal score for each counterargument is a combination
of the four similarities, we call this the scoring function. This score is calcu-
lated separately for each counterargument and then the counterarguments are
ranked by their score.

3.1.2 Scoring Function

To solve both tasks we use a scoring function inspired from Wachsmuth et al.
[2018]. A sketch of the whole scoring function can be found in Figure 3.1.
Following SimDissim we calculate similarity scores for words w and embed-
dings e for both the premise p and the conclusion c for each candidate, wc,
wp, ec and ep respectively. In our experiments we modify the original simi-
larity measures by using the cosine similarity instead of the Manhattan simi-
larity and the Word Mover's Distance. This modi�cation is motivated by the
fact that the cosine similarity is more robust to outliers and is less compu-
tationally expensive. We then condense these four measures into one word
similarity and one embedding similarity, which we refer to as unit similarities.
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Figure 3.2: Visualization of the nDCGs of the α-tests. Shown are some of the best
performing combinations and the one from the original paper(red). Our �nal choice
was green with α = 0.3.

For this step, we used the following aggregation functions:

w+ = wp + wc

w× = wp · wc

w↑ = max(wp, wc)

w↓ = min(wp, wc)

wµ =
wp + wc

2

(3.1)

The same functions are used for the embeddings with e+, e×, e↑, e↓ and eµ
respectively. The general formula for the �nal score is as follows:

score = α · sim− (1− α) · dissim (3.2)

where sim and dissim are a combination of a word unit similarity and an
embedding unit similarity. The α represents how impactful the dissimilarity
should be. An α of 1 means that only the similarity is used and an α of 0
means that only the dissimilarity is used.

We tested all combinations of the unit similarities with α values between 0
and 1 in 0.1 increments. A selection of the results can be found in Figure 3.2.
The one from the original paper, shown in red, was under the top 20% of all
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tested metrics. Considering that there were over 600 di�erent combinations
of metrics, it was originally used on a completely di�erent dataset, with a
di�erent setup, and it still performed better than most of our metrics, shows
that SimDissim has some generalization capabilities. The one we will use for
the rest of the experiments is psmin(product, sum, min):

psmin = 0.7(w× + e+)− 0.3(w↓ + e↓) (3.3)

3.1.3 Objective of the Original Study

During the initial experimental phase, a disparity emerged between the objec-
tive of Wachsmuth et al. [2018] and our own. Even though they called their
task ��nding the best counterargument to any argument�, we argue that with
their setup they did not �nd the best counterargument, but the most rele-
vant one, and therefore we call it argument relevancy prediction. Their study
focused on identifying related arguments across di�erent discussion threads,
whereas our focus centers on ranking arguments within the same thread. Fur-
thermore, our experimental setup diverged from the original paper in several
aspects. Notably, the dataset used in our research di�ered from theirs, and our
model accommodates multiple correct counterarguments as opposed to their
approach of a single correct counterargument.

While the notion of similarity serves as a viable indicator for detecting
related counterarguments, it is important to acknowledge that the attributes
that contribute to a strong counterargument extend beyond mere similarity.

Following this line of thought, we speci�ed two tasks for our experiments.
The �rst one is to �nd persuasive counterarguments and the second one is to
�nd relevant counterarguments.

3.2 Task De�nition

For the relevancy task we have to answer the question: How persuasive is the
counterargument given the initial argument? The candidates are counterargu-
ments from the same topic as the original argument. We have to rank them
by their persuasiveness.

For the relevancy task we have to answer the question: Does the counter-
argument �t the original argument or not? This task is similar to the work
of Wachsmuth et al. [2018]. Given one initial argument and multiple counter-
argument candidates from di�erent discussion threads, the task is to �nd the
candidate which �ts the topic of the original argument.

To solve both tasks we use the scoring function from the previous section
and rank the candidates by their score.

12
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3.3 Evaluation

For Evaluation, we decided to use the nDCG [Järvelin and Kekäläinen, 2002],
which is a ranking metric. It is normalized for the number of correct and
total candidates. Since every thread has a di�erent number of true and total
candidates, this allows us to directly compare the nDCGs of di�erent threads.

The general idea of nDCG is that each candidate gets less in�uence on the
�nal score the further down it is ranked. Also, it allows for each individual
candidate to have a custom weighting for the in�uence on the �nal score. In
our case we use 0 for wrong candidate and 1 for correct candidate.

The general formula is as follows:

nDCG =
DCG

IDCG
(3.4)

Where DCG is the discounted cumulative gain and IDCG is the ideal dis-
counted cumulative gain:

DCG =
n∑

i=1

2reli − 1

log2(i+ 1)
(3.5)

IDCG =
N∑
i=1

1

log2(i+ 1)
(3.6)

The DCG is the sum of the relevance scores of the candidates, where the
relevance score of each candidate is discounted by the position in the list. To
normalize the DCG we divide it by the IDCG, which is the DCG if all correct
candidates are at the top, i.e. the ranking with the highest possible score. It
is also common to use the nDCG@k, which is just the nDCG of the top k
candidates.

Since the nDCG is just the DCG of our ranking divided by the DCG of the
ideal ranking, it can be interpreted as the percentage of the ideal ranking we
achieved. If an approach achieved an nDCG of 1, it would mean that it is the
best possible approach. If it achieved an nDCG of 0.5, it would mean that it
is half as good as the best possible approach.
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Chapter 4

Experiments

To evaluate the e�ectiveness of the SimDissim approach for the two tasks
of counterargument persuasiveness prediction and counterargument relevance
prediction (see Chapter 3), we applied it to two di�erent real-world argument
datasets: the ArguAna corpus [Wachsmuth et al., 2018] and the Webis-CMV-
20 dataset [Al-Khatib et al., 2020]. In the following, we describe the datasets
and the preprocessing steps we applied to them in more detail. We then
describe the experimental setup, the results we obtained and how they answer
our research questions.

4.1 Datasets

ArguAna Corpus The ArguAna corpus [Wachsmuth et al., 2018] is an
English corpus for studying the retrieval of the best counterargument to a
given argument. It contains 6753 pairs of argument and best counterargument
from the online debate portal idebate.org. Due to the nature of the debate
portal, the corpus contains only one counterargument per argument. For this
reason, we only used the ArguAna corpus for the counterargument relevancy
prediction task.

Change My View Dataset The Webis-CMV-20 dataset [Al-Khatib et al.,
2020] comprises all available posts and comments in the Change My View
subreddit from the foundation of the subreddit in 2005, until September 2017.
The dataset contains 28,722 unique posts with more than 3 million unique
comments.

14



CHAPTER 4. EXPERIMENTS

Task/Setup Discussions Comments Delta Comments
Avg. Comments

per Delta

Persuasiveness
All Comments 19045 1892349 34425 63.95
Root Comments 19096 298143 36489 10.46

Relevancy 11227 11227 11227
Number of
Candidates

Table 4.1: Overview of the Data used for the two tasks on the Change My View
Dataset. The relevancy prediction task is special, because we condensed every thread
into one delta comment and the number of candidates varies depending on the ex-
periment.

4.2 Data Preprocessing

Preprocessing and �ltering were essential steps before utilizing the datasets for
our analysis. The approach varied for each dataset.

For the ArguAna corpus we only had to convert the data into a format,
which our model could process. That included extracting the title and splitting
the argument into premise and conclusion.

In contrast, the Webis-CMV-20 dataset required more extensive prepro-
cessing. Originally consisting of raw, un�ltered threads that were collected
using the Reddit-API, which included additional information, the dataset was
re�ned to include only relevant details. For the purposes of our work, we only
used the title and the content of the original post (OP) and all comments, with
their timestamps, up and down votes, and content.

We excluded all deleted and removed threads and comments, as they func-
tioned solely as placeholders without any substantive content. We also ex-
cluded all threads where no delta was awarded, since we use the delta-awarded
comments as ground truth for the persuasive counterargument prediction task.

To minimize arti�cial similarities thread titles starting with �CMV:� were
trimmed. Furthermore, the model requires the initial argument to be split
into premise and conclusion, we use the thread title as the conclusion and the
content of the OP as the premise.

The metadata of the comments did not include information about awarded
deltas, so we had to extract them manually. A comment is awarded a delta,
if someone replies to it with one of a few prede�ned delta phrases. If it is
recognized as a valid delta that adheres to the community rules1 a custom bot
for the Subreddit will reply to the comment with a con�rmation message. We

1https://www.reddit.com/r/changemyview/wiki/rules/
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nDCG
Approach all @10 @5
Candidate Pool mean std mean std mean std

Our Method
root comments 0.53 0.25 0.50 0.28 0.41 0.33
all comments 0.39 0.21 0.26 0.29 0.20 0.29

Baseline random
root comments 0.47 0.25 0.44 0.29 0.34 0.33
all comments 0.29 0.16 0.13 0.22 0.08 0.20

Baseline longest
root comments 0.64 0.26 0.61 0.30 0.55 0.35
all comments 0.52 0.26 0.42 0.33 0.36 0.35

Baseline earliest
root comments 0.50 0.21 0.46 0.25 0.36 0.32
all comments 0.42 0.22 0.30 0.29 0.23 0.31

Table 4.2: Persuasiveness Results: Comparison of the nDCG@k scores in relation
to the number of candidates, getting harder from top to bottom.

�lter for these con�rmation messages by the bot to extract the delta comments.
In line with prior research, we consider only comments with an awarded and
con�rmed delta as persuasive. An example of an awarded delta can be seen in
Figure 2.3.

4.3 Results

4.3.1 Counterargument Persuasiveness Prediction

Following related work, we used the deltas as a ground truth for the persuasive
counterargument prediction task. Over 95% of the arguments are not delta
comments, but we assume that most of them are still counterarguments and
therefore valid candidates. An overview of the data used for the di�erent
tasks can be found in Table 4.1. The task de�nition is as follows: Given
an argument and multiple counterargument candidates taken from the same
discussion thread, �nd the candidate which is the most persuasive. To solve
this task, we use our scoring function (see Eq. 3.3) and rank the candidates
by their score.

As a second scenario we wanted to simplify the problem and reduce the
number of candidates, whilst keeping the number of correct candidates the
same thus lowering the count of false candidates in relation to the correct ones.
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Instead of using all comments as candidates, we only used root comments,
because they are required to challenge the OP by the community rules. If
a root comment has any delta comment below it in the discussion tree, it is
considered as a delta comment. This way the overall number of candidates is
reduced, but the number of delta comments stays the same.

As seen in Table 4.2, using all comments performed better than random
guessing, beating it by 5− 10%. Using only root comments yielded compara-
ble results. As further baselines we used approaches that always choose the
chronologically �rst comment and the longest comment, respectively. Over
all cases SimDissim was about as good as always taking the chronologically
�rst comment as the best one but was beat by about 10% by always tak-
ing the longest comment as the best one. Event though considering only root
comments did improve the performance of our model, it also improved the per-
formance of the baseline approaches, keeping the margin about the same. In
conclusion, we can say that our model is not able to predict the persuasiveness
of counterarguments on the Change My View dataset reliably.

4.3.2 Counterargument Relevancy Prediction

For the relevancy prediction experiments on the Change My View dataset we
decided to only consider the delta comments, since they are enforced to be
both persuasive and relevant, according to the community rules. As a baseline
approach, we only used random guessing, since it is the only one that applies
to this task. Furthermore, we selected the best rated delta comment from each
thread. The rating is calculated by the number of upvotes minus the number of
downvotes. By doing this we can represent each thread just by one comment.

As false candidates random delta comments from other threads are used.
It has to be noted that we assume that there are just a handful of threads with
the same topic. This is not necessarily true, but we decided that it is not in
the scope of the thesis to �lter or group the threads by similar topics.

The Results can be found in Table 4.3. We experimented with di�erent
numbers of total candidates. As expected, the more candidates there are, the
harder it is to �nd the correct one. But even with all threads as candidates the
model still outperforms random guessing by at least 55%. Especially when we
look at the nDCG@5, we can see that the model performs up to 90% better
than random guessing. Even for a few candidates and no limited nDCG,
which is the most generous metric, the model performs about 70% better than
random guessing.
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nDCG
all @10 @5

Candidate Pool mean std mean std mean std

Wachsmuth

Same Debate

opposing counters 0.80 0.29 0.83 0.21 0.83 0.21
counters 0.70 0.28 0.71 0.26 0.68 0.32
opposing arguments 0.67 0.29 0.68 0.27 0.64 0.34
all arguments 0.57 0.29 0.55 0.33 0.47 0.40
Same Topic

opposing arguments 0.63 0.31 0.59 0.37 0.56 0.40
all arguments 0.51 0.31 0.45 0.38 0.40 0.41

Our Method

100 threads 0.94 0.18 0.94 0.20 0.93 0.21
500 threads 0.88 0.24 0.87 0.27 0.86 0.29
1000 threads 0.84 0.27 0.83 0.31 0.81 0.33
all threads 0.65 0.35 0.61 0.41 0.59 0.43

Baseline random

100 threads 0.20 0.11 0.04 0.15 0.03 0.14
500 threads 0.14 0.06 0.00 0.07 0.00 0.06
1000 threads 0.12 0.04 0.00 0.05 0.00 0.04
all threads 0.08 0.01 0.00 0.01 0.00 0.01

Table 4.3: Relevancy Results: Comparison of the nDCG@k scores in relation to
the number of candidates, getting harder from top to bottom. As expected the more
candidates there are, the harder it is to �nd the correct one. In all tasks our model
performs way better than random guessing.

Since the nDCG can be interpreted as the percentage of the best possible
score, we can say that the model is about 90% as good as it could be for
scenarios with less than 500 candidates. For all candidates it is about 60% as
good as it could be. This correlation can be seen in �gure 4.1.
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Figure 4.1: Comparison of the nDCG@k scores in relation to the number of can-
didates with the best performing metric

ArguAna

This scenario is the same as the one from Wachsmuth et al. [2018]. The only
di�erence is that we used our implementation of the model instead of the one
from the paper. It has to be noted, that because the algorithm has no training
phase, they only used the test set in their experiments, and we did the same.
We ran all six di�erent experiments. The candidates for these are:

1. opposing counterarguments form the same debate

2. counterarguments from the same debate

3. opposing arguments from the same debate

4. all arguments from the same debate

5. counterarguments from debates with the same topic

6. all arguments from debates with the same topic
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The results can be found in Table 4.3. At the high end, the model gets a
nDCG of 0.83 and at the low end it gets a nDCG of 0.40. Again, it can be
seen, that the performance of their model gets worse the more candidates there
are. Compared to the results from the Change My View dataset, the results
are similar, but in general our approach performs about 10% better even for
the case with all candidates, which has about double the number of candidates
for the Change My View dataset.

4.3.3 Discussion

This section will discuss the results from the previous section and highlight
how they answer our research questions. For a more detailed discussion of the
limitations of our approach and possible future work, see Chapter 5.

To what extent can we e�ectively predict persuasive counterargu-

ments in online discussions using the idea of SimDissim? Our results
show that SimDissim is not suitable for persuasive counterargument predic-
tion in online discussions. It is only 5− 10% better than random guessing and
gets beaten by simple heuristics like the length of the comment. In retrospect,
this is not surprising, because the approach was not designed for this task like
we discussed in Section 3.1.3.

Can SimDissim be adapted or modi�ed to improve its e�ectiveness

in online persuasive discussions? We tried to narrow the candidate pool
to root comments, to simplify the task. This did improve the results, but only
by a few percentages. It also improved the performance of the baselines by a
similar amount, which means that the relative performance of SimDissim did
not change.

Can SimDissim predict other characteristics of counterarguments?

The experiments on argument relevancy prediction show, that SimDissim is
suitable for this task. Since the nDCG can be seen as a percentage of the best
possible score, the results are way better than we expected. For small candidate
pools the results are between 80% and 90% of the best possible score. Even
for large candidate pools the results are still around 50% to 60% of the best
possible score. The scores of the random baseline below 1% highlight, how
hard the task is. We also optimized the scoring function for this task, which
improved the results by a few percentages.
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Conclusion

After we have presented our results, we will discuss them in this chapter. We
will also discuss open questions, the limitations of SimDissim and possible
future work.

5.1 Closing Remarks

We have shown, that SimDissim is not suitable for predicting persuasive coun-
terarguments. Even though this was the original goal of the model, it is not
very good at it. At least not in our setup. However, we have shown, that it
can predict argument relevancy. After realizing that this task is closer to the
original goal of the model, it makes sense, that it performs better at it.

There are a few things, that we could try to improve the model. Probably
the biggest thing is the whole concept of the scoring function. We just went
with the setup from the original paper, but there are a few things that do not
have a clear justi�cation. One of them is splitting the argument in premise
and conclusion. In the original paper it is explained with argumentation the-
ory, which states that a counterargument attacks either the premise or the
conclusion of an argument [Walton, 2006]. To capture both possibilities, the
argument is split into premise and conclusion, both are used to calculate the
similarities, and then they are combined. During our experiments we found,
that just using the whole argument works and just computing the similarities
once works as well. It was just a small test, and it did not quite match the
performance of splitting the argument, but it might be worth exploring fur-
ther. One reason for this �nding might be, that we just used the title of the
argument as the conclusion. Maybe it would work better, if we used some
more sophisticated method to extract the conclusion. Requiring the argument
to be split into premise and conclusion also makes it harder to use the model in
practice. Even though it is a common practice to split arguments into premise

21



CHAPTER 5. CONCLUSION

and conclusion, if the model also works without it, it would be easier to use.
Another one is that sim and dissim from the scoring function (Eq. 3.2) are

always a sum of a word unit similarity and an embedding unit similarity. Why
is that the case? Why not use only embedding unit similarities? The decisions
made in the original paper make sense, do not seem unreasonable and produce
satisfactory results, but other alternatives do not seem to be explored. Maybe
there is a better way to calculate the similarities. Maybe there is a better way
to combine the similarities. There are a lot of possibilities, which could be
explored. We brie�y explored the idea of using a model to classify the stance
of the counterargument and then use that as our dissimilarity. But it diverged
too much from the original idea of SimDissim, so we did not pursue it further.
To keep the scope of this thesis manageable, we did try to keep the model
as close to the original as possible and limit exploration of the more radical
changes to the underlying idea.

Another idea that came up during the experiments was to use a completely
di�erent approach to persuasiveness prediction. One could be to use speci�c
models to compute sentence similarities instead of just counting words. An-
other one could be to use multiple models. For example, one model to dissect
the argument into individual units that are then used by another model de-
termine the persuasiveness. There are also some patterns, that we repeatedly
found in delta comments. Citing the original argument, breaking it down
into smaller parts, using bulltepoints, etc. Maybe scoring an argument on
its general quality based on these patterns and then combining it with coun-
terargument speci�c scores could work, because for a counterargument to be
persuasive, it helps to be of high quality as well. There are a lot of possibilities,
which could be explored.
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5.2 Limitations

During the experiments, we only tested our model on two datasets. We can
only assume how well it performs on other datasets. Since the setup from
the original paper performed well on the Change My View dataset out of the
box, it indicates that the model has some generalization capabilities, but more
testing is needed to be sure. Also, we pre�ltered the dataset, and condensed
threads to single arguments. This might have introduced some bias.

Additionally, we made some assumptions, which might not be true in gen-
eral. We assumed that there are no duplicate topics. This is not necessarily
true and not realistic. But we do not know how much it a�ects the results.
Lastly, we assumed that all candidates are counterarguments. This is not
true, because we did not �lter out supporting arguments. In other datasets
this might be a bigger problem, but in the Change My View dataset, the com-
munity rules helped to systematically �lter out most supporting arguments.

5.3 Future Work

The challenges for future research in this area arise from the limitations men-
tioned. Further investigations would have to clarify to what extent, the model
used can be transferred to other datasets. The splitting of the argument into
premise and conclusion requires further critical examination.

The results of this bachelor's thesis showed that the model used is well
suited to predict argument relevance. Further experiments are needed to in-
vestigate whether the model is also suitable for predicting other characteristics
of counterarguments.
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