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Abstract

We integrate ir_datasets, PyTerrier, and ir_measures into TIRA to improve
the validity of information retrieval experiments by facilitating replicability,
thereby promoting large-scale experiments that advance research toward gen-
eralization. ir_datasets is wrapped inside the ir_datasets_loader to load and
distribute standardized data for full-ranking and re-ranking tasks, compatible
with the PyTerrier interface. This enables the execution of fully modularized
retrieval pipelines, making both retrieval software and data sets interchangable.
We leverage this implementation to evaluate 50 retrieval systems on 31 test
collections, ultimately performing three post-hoc studies on the yielded data.
First, we evaluate the replicability of system preferences on Deep Learning
track 2019 across 30 test collections. Second, we deploy feature-rich learning-
to-rank pipelines with 43 features on the Clueweb 2009-1014 test collections.
Lastly, we conduct a comparative study of rank-fusion with the results of 49
retrieval systems on 25 test collections.
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Chapter 1

Introduction

Information Retrieval is primarily a empirical science in which knowledge
is gained mostly through experimentation [2]. As in any science, it is highly
desirable that their scientific findings be valid. However, to ensure the validity
of its scientific claims, the experiments on which they are based must be validly
conducted in the first place.

Experiments in information retrieval are often conducted on carefully con-
structed test collections. The blueprint for this methodology dates back to the
1960s, when the Cranfield experiments [29, 30] established a robust method for
evaluating the performance of a retrieval approach [90]. The retrieval system
is implemented in a controlled test environment with a fixed document corpus
and a fixed topic list. It generates ranked lists of documents, known as "runs",
based on their relevance to each topic. For evaluation, a set of relevance judg-
ments is provided, which lists the relevance of the documents towards the
topics, allowing the system’s effectiveness to be measured using metrics like
Precision (P) [13] or Normalized Discounted Cumulative Gain (nDCG) [60].
This standardized approach also enables the comparison of different retrieval
systems on the same test collection [88].

Today, hundreds of test collections are publicly available to the community.
Test collections often originate from information retrieval evaluation campaigns
[88], such as TREC1, CLEF2, and others. Research at these conferences is usu-
ally organized as a shared task: Organizers provide a specific task, along with
a data set, containing both, documents and topics. Participants implement
their retrieval algorithms on the data set and submit their generated run files
back to the organizers. The submitted runs are then pooled, evaluated, and
used to create a set of relevance judgments [90], enabling evaluation of retrieval
systems on that test collection. Released test collections are frequently reused

1https://trec.nist.gov/
2https://clef2022.clef-initiative.eu/
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CHAPTER 1. INTRODUCTION

in subsequent information retrieval research, particularly in small-scale, inde-
pendent laboratory experiments. The results of these experiments are then
published within the scientific community, further contributing to an ongoing
progression of the field.

This mélange of resourceful evaluation campaigns, manufacturing expensive
but necessary artifacts for widespread laboratory research, which then again
feedbacks to the community, definitely had it’s success in pushing the field as a
whole. But the way research is often conducted has faced increasing criticism
from parts of the community. In 2009, Armstrong et al. published their inves-
tigation into the effectiveness of information retrieval research [2], suggesting
that progress in the field may have subtly stagnated due to the widespread use
of weak baselines. This issue has been revisited several times, renewing the
claim [62, 65, 98], and additionally a variety of other shortcomings and pit-
falls in information retrieval research emerged over the years. These include a
critical lack of reproducibility of information retrieval experiments as several
studies report on failed attempts to reexecute experiments [43, 64, 76, 93],
even when they were documented in computational notebooks [76]. The un-
restricted accessibility of data, on the other hand, has the potential to bias
research hypotheses [77]. Even evaluation campaigns still distribute data sets
instead of collecting software to run them in restricted environments [53]. And
last but not least, there still seems to be a particularly low investment in gen-
eralization testing, resulting in an overall thin theoretical foundation of the
field [44, 47, 49].

The work behind this thesis contributed to The Information Retrieval
Experiment Platform (TIREx) [45], a retrieval framework conceptualized and
developed by the Webis group3 to tackle all of these challenges at once, specif-
ically designed to improve the validity of information retrieval experiments.
TIREx is built on TIRA [45, 77], an Evaluation-as-a-Service platform which
already enables blind testing through the Algorithm-to-Data paradigm. In ad-
dition, TIRA facilitates reproducibility by integrating Docker and Git and en-
ables archiving of information retrieval experiments in fully self-contained Git
repositories. By further integrating three popular IR tools, namely ir_datasets
[71], PyTerrier [72], and ir_measures4, into TIRA, we introduce a standardized
I/O interface to retrieval pipelines within the framework. This enables TIREx
to execute fully modularized retrieval pipelines. Once test collections and re-
trieval systems are implemented, they become interchangeable by default. This
achievement contributes to the effort to drive research towards generalization,
as replicating previous experiments on different test collections becomes easier

3https://webis.de/
4https://github.com/terrierteam/ir_measures
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CHAPTER 1. INTRODUCTION

than ever before.
While Chapter 3 provides details about the implementation of TIREx,

Chapter 4 showcases the potential of the framework to facilitate large scale
investigations by evaluating three post-hoc experiments. After the implemen-
tation and evaluation of 50 retrieval systems on 31 test collections, resulting
in a total of 1550 runs, we investigate the replicability of system preferences
between all 50 retrieval systems on the TREC Deep Learning Track 2019 [37]
across all other 30 test collections. We further evaluate 6 feature-rich learning-
to-rank pipelines with features from 43 retrieval systems derived from the
data gathered with TIREx. These pipelines are seamlessly implemented by
the PyTerrier implementation. Finally, we evaluate rank-fusion between the
runs of 49 retrieval systems on 25 test collections. The thesis closes with a
concluding summary in Chapter 5.

3



Chapter 2

Background and Related Works

In this chapter, I provide an overview of the origins and best practices of con-
temporary experimental frameworks in information retrieval research, review
them in terms of common validity criteria of empirical science, and introduce
contemporary concepts and software designed to support the validity of infor-
mation retrieval experiments.

2.1 Experiments in Information Retrieval
Research in information retrieval has been strongly empirical [2], at least since
the advent of the Cranfield paradigm, which manifested basic experimental
evaluation methodologies that are still in use today [90]. Since the early 1990s,
research and development is fueled by collaborative workshops, which yield
resourceful artifacts to further foster individual laboratory research that con-
tinually comment on and complement to the achievements made.

The Cranfield Paradigm. The advent of computer systems spurred new
possibilities of information storage but lacked a scientific approach to leverage
information retrieval effectively [29]. To gain a more systematic understand-
ing, the Cranfield experiments of the 1960s [29, 30] were among the first to
introduce the concept of controlled, laboratory-style experiments in the field
of information retrieval, aiming to standardize methodologies and develop ob-
jective performance measures for different retrieval algorithms and techniques
[90]. To simulate a form of searching large amounts of textual data by short
queries and to measure the effectiveness of retrieval, a data set is used con-
sisting of a fixed document corpus, a set of topics, i.e., the search queries,
and a set of relevance judgments containing information about the relevance
of the documents to the topics. To measure the performance of a retrieval
system, the documents are indexed and then ranked by the system, based on

4
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its computed predictions about their relevance to the topics. For each topic
the system outputs a "run file", which lists the documents in order of their
predicted relevance score. The run file is then evaluated by the use of the judg-
ments and a metric of choice, originally Precision and Recall1, which computes
the effectiveness of the system towards the given topic. Finally, to measure
the systems overall performance on the test collection, an average is computed
across all evaluated run files.

Although this concept is based on assumptions which are not strictly true,
e.g., a static collection of documents or the assumption of binary notion of
relevance and its independence from the user’s context [88], Voorhees et al.
showed that the methodology has proven to be insightful and robust over time
[90]. Conserving its efficiency in performance measurement and comparison,
the framework turned out to be adaptable to different tasks [88, 90], still
forming the basis for most of today’s information retrieval experiments [90].

While the pioneering Cranfield test collection consists of 1.400 documents,
225 topics and a complete set of relevance judgments, today’s collections are
usually far greater in size, containing up to millions of documents and an in-
complete assessment of relevance, due to the fact that relevance judgment has
to be manufactured by humans resources [90]. Contemporary test collections
are usually a product of shared tasks at information retrieval evaluation cam-
paigns.

Research at Evaluation Campaigns. Substantial experimental research in
information retrieval is carried out as annual shared efforts, i.e., Tracks, at
international conferences, at least since 1992 with the foundation of the TExt
Retrieval Conference (TREC)2. Since then, the concept has spread and many
spin-offs derivated, such as the NII Testbeds and Community for Information
access Research (NTCIR)3, the Conference and Labs of the Evaluation Forum
(CLEF)4 and the Forum for Information Retrieval Evaluation (FIRE)5, among
many others.

Over the years and with the continued exploration of the field, as well as ad-
vance in technologies and application needs, different domains of retrieval chal-
lenges have been identified and elaborated at these events. These challenges
cover a broad spectrum of retrieval tasks such as ad-hoc retrieval, passage
retrieval, argument retrieval, question answering, entity retrieval, and many
more. Among these, ad-hoc retrieval is the oldest and most constant one, rep-

1https://en.wikipedia.org/wiki/Precision_and_recall
2https://trec.nist.gov/
3https://research.nii.ac.jp/ntcir/index-en.html
4https://clef2022.clef-initiative.eu/
5http://fire.irsi.res.in/
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resenting a traditional retrieval problem of searching a set of documents with
a query to retrieve a relevant subset.

Research at these conferences is typically organized as shared tasks, each
addressing a specific retrieval challenge. The organizers set the task and dis-
tribute a new data set, which consists of a set of documents and a set of topics.
Participants then apply their retrieval approaches onto the test collection to
solve the task. After running their system on the test data, they submit their
results, which usually include the run files their systems produced. These run
files are used by the organizers to craft a set of relevance judgments by ’pooling’
the top-ranked documents from each participant’s submissions, evolving the
data set into a new test collection. Pooling ensures a fair and comprehensive
assessment across all contributing systems while determine the subset of docu-
ments to assess [90]. For assessment human agents determine the relevance of
these pooled documents to the corresponding topics. Once the judgments are
in place, organizers can evaluate each participant’s retrieval approach, measur-
ing their performance and comparing them with each other. Test collections
constructed at evaluation campaigns are usually published soon after and even-
tually reused frequently by the community in individual laboratory research.

Experimental Laboratory Research in Information Retrieval. Naturally,
there is no limit to topics, methodologies and scale of individual research out-
side the realm of resourceful shared tasks. In this thesis, the term "laboratory
research" refers to individual research conducted independently of evaluation
campaigns [2]. This type of research often serves as a projection screen for
critical analyses of the validity of scientific methods, as cited in many sources
relevant to this thesis [2, 48–50, 65, 82, 98]. Additionally, it is usually smaller
in scope compared to collaborative evaluation campaigns, backed by fewer re-
sources, limited to reuse of fully published test collections and self-evaluated.
Experiments in laboratory research often focus on measuring the relative im-
provement, i.e., effectiveness or efficiency, of a new retrieval approach compared
to one or more baselines [44, 47]. All systems are thereby implemented on the
same test collection with their performances evaluated by the same metrics and
compared against each other. Any apparent improvement is then validated by
statistical significance tests.

While such experiments are not fundamentally different from contributions
to shared tasks, as both typically implement and test a novel retrieval system,
the flexibility of the protocol for conducting experiments in laboratory research,
combined with the self-evaluation of their results, makes it particularly vul-
nerable to a number of validity deficiencies [48–50, 59]. Against the backdrop
of a generally less-than-ideal culture of scientific reality that favors "wins" and
pressures with tight budgets and deadlines, research tends to focus on topics
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that promise quick, good-looking results [67, 82]. Double checking on validity
might become less of a priority [67, 82]. Free choice of baselines encourage
the use of weak baselines, distorting actual progress [2, 62, 65, 98]. The lack
of obligation in combination with limited resources in time often lead to the
publication of non-reproducible results [66, 93]. Unrestricted access to fully
published data prevents blind testing, which would reduce potential bias [77].
And the field’s research focus on performance improvement instead of theory
development prevents from conducting large-scale experiments, thus diminish
tests for generalization [44, 47, 49]. The next section (2.2) discusses in detail
these various shortcomings with respect to validity criteria in empirical science.

2.2 The Validity of Information Retrieval Ex-
periments

Since research in information retrieval relies heavily on empirically obtained
results, the validity of the underlying experiments is essential to ensure the
validity of progress in the field itself. A common method for perceiving and
qualifying validity in empirical research is to analyze it in terms of internal and
external validity [44, 49, 50]. While internal validity refers to the cause-effect
relationship within the setting of an experiment, i.e., whether the conclusions
derived from the experiment are supported by the data, external validity as-
sesses the extent to which these conclusions can be further generalized and
transferred beyond their immediate context [44, 49, 50].

Reflections within the community about common research practices in in-
formation retrieval have highlighted a number of shortcomings related to this
concept. The frequent use of weak baselines, as detected by several studies
[2, 62, 65, 98], could bias measured effect sizes toward pseudoprogression [2].
This practice may be facilitated in part by a difficult-to-obtain overview of cur-
rent state-of-the-art baselines [3, 65] that may be difficult to reproduce due to
observations of a critical lack of reproducibility [1, 97]. Missing reproducibil-
ity, on the other hand, compromises the general validity of the results obtained
[48, 66], which are almost always derived from fully disclosed data sets that
are heavily reused. Such results are statistically questionable due to extreme
value theory [20] and could be biased by data leakage from the outset [77].
External validity is often neglected in information retrieval experiments, since
motivations have traditionally been strongly focused on performance optimiza-
tion and investments into explaining their results through theoretical models
are comparatively rare [47, 49, 50]. As a result, performance prediction in
information retrieval is still nearly impossible [47]. Fuhr et al. strongly rec-
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ommend that research should focus more on establishing theories by shifting
the task of experiments to validate hypotheses rather then trying to improve
performances [44, 47, 49, 50]. To this end they emphasize generalization test-
ing through large-scale experiments as key to theory development, arguing
that further progress lies in model prediction through theoretical foundations
[47, 49, 50].

Awareness of these shortcomings has led to numerous approaches to address
them. Several workshops of evaluation campaigns now promote research on
reproducibility and generalization [42, 68]. In addition, the field of information
retrieval research has seen continuous evolution in open-source software. The
advent of computational methodologies like notebooks and containerization
has significantly improved both the reproducibility and scalability of experi-
ments. Processes that automate data processing and streamline complex pro-
cedures, which previously required substantial effort, can now be more easily
achieved. This enables more efficient research and robust validation of results.
With the advent of cloud computing, the Evaluation-as-a-Service paradigm has
gained significant traction, providing a novel framework for conducting exper-
iments and for addressing issues of internal and external validity [52, 53, 58].
This approach centralizes the evaluation process, ensuring standardized test-
ing conditions, thereby promoting increased rigor and transparency in research,
and creating opportunities for large-scale, collaborative, and comparative stud-
ies [52, 53, 58].

TIREx is built upon TIRA, a comprehensive Evaluation-as-a-Service frame-
work that incorporates industry-standard technologies like Docker and Git. By
integrating this platform with other contemporary research software, such as
ir_datasets and PyTerrier, TIREx aims to further improve the validity of in-
formation retrieval research.

Baselines . To measure the improvement (or deterioration) of a retrieval
approach, at least two systems have to be tested under the same conditions.
For instance, to measure the effectiveness of BM25 compared to DirichletLM,
both systems must be evaluated on the same data with respect to the same
measure of precision. The distance between their scores of precision indicates
the value of improvement. The system that is chosen as the reference point is
called a baseline. Baselines are a foundation for empirical research in general
[68] and for measures of improvement to be valid, in the broader context of
progression, the right choice of baseline is vital [2, 62].

In 2009, Armstrong et al. questioned the supposed progress in research
of ad-hoc retrieval over the past 10 years, due to the frequent use of weak
baselines [2]. In a broad meta-study, they used the original results at TREC
evaluation campaigns as baselines for all subsequent results of laboratory re-

8
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search on the same collections of TREC Ad-hoc, Web, Terabyte and Robust
reported at SIGIR (1998-2008) and CKIM (2004-2008). They found that most
reported improvements diminished, when compared with the original TREC
scores, often not even exceeding their median. A condensed timeline of re-
ported improvements against the original TREC results over the past 10 years
revealed not the expected slow but steady upward trend in improvement, but a
persistent stagnation. They concluded that published results of improvements
over incorrectly chosen baselines disguised the stagnation of actual progress.
Kharazmi reaffirmed the ongoing usage of weak baselines [62], as did follow-up
studies [65, 98].

There are various reasons for the use of weak baselines. Sometimes, ac-
cess to cutting-edge approaches may be restricted due to commercial interests
or proprietary technologies [62]. However, it is likely that strong baselines are
much more often not readily available because they simply cannot be efficiently
reproduced [65]. A study by Lin et al. highlighted the challenges of imple-
menting strong, reproducible baselines from scratch [68]. Despite the potential
of continuously improving research software and the upcoming of notebooks
that address these issues, numerous obstacles to reproducibility persist. These
obstacles can lead to inconsistent result scores for the same retrieval system
[68, 97], or even break reproduction attempts entirely [64, 76]. However, this
situation assumes that knowledge about a suitable baseline system exists in
the first place. Awareness about state-of-the-art methods would benefit from
centralized leaderboards [2, 49, 65] but their scarcity suggests failed attempts
to establish such systems within the community [65]. Currently, information
retrieval results are mostly scattered around the web, often buried in publica-
tions only, complicating efforts to gain a comprehensive overview of the actual
research landscape.

The TIREx framework, which integrates the TIRA platform, is specifi-
cally designed to enhance both the reproducibility and replicability of retrieval
pipelines in post-hoc experiments. By the initial implementation of 50 retrieval
systems across 31 test collections, it already offers a broad range of robust
baselines. Furthermore, these baselines are aggregated in publicly accessible
leaderboards6, which serve as resources for tracking progress and establishing
reasonable baselines in the field.

Leaderboards . Multiple studies over the last 15 years reported about the
regular use of too weak baselines in information retrieval experiments, publish-
ing noisy improvements and thereby distorting actual progress [2, 62, 65, 98].
One suggestion to improve on such practice would be to promote central leader-

6https://www.tira.io/task/ir-benchmarks
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boards to the community [2, 49, 65].
While leaderboards may encourage part of research to spiral into SOTA-

chasing7, with its ambiguous effects such as fostering competition over collab-
oration and diverting resources from more significant and enduring research
objectives [22], the benefits of centralized leaderboards may prevail such ten-
dencies. Frequently popularized and well maintained, they may help to sim-
plify deep analysis of effectiveness development [2], which could be used in
building theoretical models [47]. Additionally, they would inform about con-
temporary baselines, which may potentially raise community standards [2, 65].
Despite these benefits, all past efforts to establish such centralized general-
purpose leaderboards seem to have failed. For instance, following their study
highlighting the issue of weak baselining, Armstrong et al. launched Eval-
uatIR, a general leaderboard that accepted run file submissions [3]. This
endeavor proved to be unsuccessful from the outset, and similar initiatives
never gained momentum either [65]. Task- or collection-scoped leaderboards
seem to be more readily adopted, with the MS MARCO leaderboard8 be-
ing the most prominent, accepting run files submissions. However, proposals
have been made to enhance the conceptual implementation of leaderboards
[70]. Publicly accessible submissions, especially run files, may leak informa-
tion about the test data, thus undermining the validity of the test collection
with each submission over time [70]. To address this issue, Lin et al. propose
an Algorithm-to-Data approach [53] in which the leaderboard accepts software
rather than run file submissions. An infrastructure supporting the leaderboard
would execute this software on a blind held-out test, thereby preventing data
leakage and archiving the software for future reproduction [65, 70]. To further
counter non-innovative approaches, such as plain ensembles of the leading top
submissions, best practice would also provide that public access to submitted
software be restricted, at least for a period of time [70].

By adhering to the Algorithm-to-Data approach and enabling blind test-
ing along with administration of access to submissions and software, TIREx
successfully implements the recommendations made by Lin et al.. As an infras-
tructure designed to host and centralize experiments from small-scale labora-
tory research to large-scale shared tasks across various test collections, TIREx
further presents a promising solution for a general leaderboard.

Reproducibility . Ensuring the reproducibility of scientific experiments is
crucial for maintaining their internal validity [47, 48]. Results that cannot be
reproduced may have simply happened by chance, thereby undermining their
reliability [47]. Understanding science as an iterative process of knowledge

7SOTA: state-of-the-art
8https://microsoft.github.io/msmarco/
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accumulation, where new research builds upon previous findings, reproducibil-
ity serves as a cornerstone that accelerates scientific progress. It minimizes
potential dead ends and reduces waste of investments [43, 67].

In this thesis, the term "reproducibility" refers to the process where re-
searchers use a third-party artifact to confirm results that were initially re-
peatable. "Repeatable", in this context, means that the original developers
could reliably reproduce the results using their own artifact [67].

In computational sciences, processes are inherently deterministic, intu-
itively suggesting intrinsic repeatability with the idea that executing an al-
gorithm should, in theory, consistently yield the same results. In the field of
information retrieval, the Cranfield paradigm further bolsters this notion of in-
herent reproducibility, given that the data upon which the algorithms operate
is also fixed [43]. However, various investigations into this matter had proven
otherwise [31, 43, 93]. The growing awareness of this has been reflected in
several initiatives to promote reproducibility at information retrieval confer-
ences, such as dedicated reproducibility tracks, OSIRRC9 [68], CENTRE lab
at CLEF, TREC and NTCIR, and the ACM SIGIR Artifact Badging Board10

[42], which recognizes successfully reproducible publications, among others.
Continuous advances in community-developed research software, such as com-
prehensive search engines, further enhance reproducibility. Additionally, the
advent of computational notebooks, specifically designed to facilitate the shar-
ing of computational processes, inherently promotes reproducibility. However,
a large study into the reproducibility of Jupyter notebooks11 demonstrated that
reproducibility is not yet a foregone conclusion: out of 850,000 notebooks, only
24% executed without error and just 4% reproduced the reported results [76].
These numbers do not differ significantly from results of a previous study, which
investigated the reproducibility of source code not encapsulated in notebooks
[31]. This suggesting that many challenges in achieving reproducibility still
remain unresolved. Part of the problems are due to human factors. Standard
source code is often coupled with incomplete documentation, which becomes
more difficult through hidden states and the escalating complexity of retrieval
pipelines [43, 64, 93]. Notebooks often suffer from poor coding habits that can
hinder reproducibility. Common issues include code breaking execution orders,
as well as poor practices in naming, versioning, and modularization [76]. From
a technical standpoint, a significant problem shared by both, code repositories
and notebooks, is the lack of data accessibility and unresolved external depen-
dencies [64, 67, 93]. Given the constant evolution of hardware and software,
maintaining reproducibility becomes an ongoing process in itself [67].

9The Open-Source IR Replicability Challenge: https://github.com/osirrc
10https://sigir.org/general-information/acm-sigir-artifact-badging/
11https://jupyter.org/
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Hanbury promotes the Evaluation-as-a-Service framework as a solution to
improve reproducibility [53], since it offers a uniform environment for running
experiments with the ability to archive code and data, providing a means for
continuous verification. TIREx integration with TIRA supports continuous
integration, which archives experiments together with its results, logs, data,
metadata and software in automatically generated git repositories. The sup-
port of Docker for software submissions, executed in environments without
internet access on read-only mounted data, further bypasses the problem of
external dependencies, as they are already loaded before snapshotted.

Blinded Experiments . In scientific experiments, information is often con-
cealed from participants to minimize experimental biases, namely observer
bias or confirmation bias12. Although blinded experiments are commonplace
in many scientific disciplines, such as biomedical science, physics, or social
science, this practice has not been widely adopted in the field of information
retrieval where data is typically accessible to all participants [77]. Evaluation
campaigns that incorporate shared tasks are somewhat semi-blinded since rel-
evance judgments are generally not provided in advance [43]. However, these
tasks primarily adopt a Data-to-Algorithm approach, where organizers dis-
tribute the documents and topics for implementation, thus unblinding them
for the participants [53]. Laboratory research is usually completely limited to
experiment on fully published data, given the resource constraints that prevent
the creation of new test collections from scratch. Furthermore, the necessity
for self-evaluation grants researchers access to relevance judgments.

Evaluation-as-a-Service platforms promote an Algorithm-to-Data approach
where software submissions replace run files [53]. This eleminates the need to
distribute any data and enables the execution of blinded experiments [77]. In
the context of a new test collection, one can envision it remaining blinded,
safeguarded by the structure of such platforms (albeit tied to them). It would
be even possible to collect information about the number of experiments per-
formed on it to account for extreme value theory statistics [20]. As TIREx is
integrated with TIRA, it fully supports blinded experiments.

Large-Scale Experiments and Tests for Generalization. The degree of ex-
ternal validity is measured by the extent to which results, derived from a
particular focus, can be extrapolated to a broader context [44, 49]. Conse-
quently, to ascertain generalization, it is essential to be able to make informed
predictions about outcomes based on some sort of theoretical model [44, 47].

Since research in information retrieval predominantly concentrates on model
12https://en.wikipedia.org/wiki/Blinded_experiment
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improvement [44, 47], predicting model behavior remains challenging due to
the scarcity of theoretical models [49]. Constructing these models necessitates
a research perspective that seeks the reasons for the success of a phenomenon
rather than the means of its achievement [44, 47]. In empirical research, this
translates to the acquisition of extensive empirical evidence via large-scale ex-
periments conducted across varied data [44, 47]. Fuhr et al. emphasise the
importance of performing such studies. They promote iterating experiments
across different collections and diverse tasks to amass adequate data that could
form the groundwork for theoretical hypotheses [44, 47].

Hanbury et al. suggest employing the Evaluation-as-a-Service framework to
address this challenge, as its features would facilitate scalability of experiments
and centralize result accumulation over time [53]. This structure would be
further enhanced if experiments could readily be rerun on different data sets
or repeated with different retrieval software.

The TIREx framework is specifically designed to enable modular retrieval
pipelines. It standardizes the input and output for indexing, retrieval, and
evaluation tasks, which allows for interchangeability of data sets and software.
As a result, the replication of experiments on different test collections or with
different retrieval software becomes almost effortless, which promotes research
towards generalization by large-scale experiments.

2.3 Evaluation-as-a-Service
Experiments in information retrieval are typically resource-intensive. Mod-
ern test collections regularly exceed sizes of over 25TB in uncompressed data
[97], and upcoming collections are likely to be even larger. This trend not
only makes these collections challenging to distribute and implement, but also
means that operations on such vast data are time-consuming and reliant on
high computational power [53, 97]. Additionally, new tasks in information
retrieval, such as retrieving confidential data or working with real-time data,
require novel experimental setups, given that these data sets cannot be dis-
tributed [52, 53]. The advent of cloud computing has allowed for the devel-
opment of structures that separate research groups from the actual data and
computation by moving the execution and evaluation of information retrieval
experiments to remote servers [52, 53, 58, 82].
Typically, experiments in information retrieval follow a Data-to-Algorithm ap-
proach, where the researchers possess the test collection and implement soft-
ware onto it [52, 53, 58]. Evaluation-as-a-Service platforms (EaaS), however,
implement an Algorithm-to-Data approach, where the software is submitted
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to run on an infrastructure that houses both the data and the computational
environment [52, 53, 58]. Beyond its ability to make non-distributable data ac-
cessible for testing, this approach also alleviates technical burdens on research
groups. This can level the playing field among participants in shared tasks
[53]. Furthermore, the framework has the potential to improve both the inter-
nal and external validity of information retrieval experiments. By withholding
data from participants, it becomes possible to conduct blinded experiments,
which can prevent data leakage and bias from influencing results [77]. An
infrastructure that archives both submitted software and its dependent data
in a stable environment improves reproducibility. This improvement applies
not just to individual experiments but potentially to entire shared tasks. Over
time, aggregating data across different test collections and tasks also provides
insights for generalization. [53].

Given the scope of this thesis, I will only present the TIRA platform, which
is the EaaS of choice to implement TIREx. For a detailed overview of EaaS
platforms, refer to Hopfengartner et al. [58].

TIRA. The Integrated Research Architecture (TIRA) [51, 77], initially
introduced in 2012, has been utilized for organizing shared tasks involving
software submissions, including PAN and Touché, hosted at CLEF. The orig-
inal version of TIRA allowed participants to access virtual machines for soft-
ware submissions during shared tasks. However, this approach proved to be
non-scalable and error-prone, making it challenging for external researchers to
reproduce the submitted software. As a result, TIRA underwent a complete
redevelopment based around industry-standard continuous integration and de-
ployment (CI/CD) pipelines, implementing Git, Docker, and Kubernetes into
its framework [46]. In the new version of TIRA, participants upload their soft-
ware as Docker images to a private Docker registry dedicated to their team,
blinding their software for other teams until unblinding them is administered.
For on-demand execution, TIRA runs the software in a Kubernetes cluster
with significant computing resources. Software execution and evaluation are
each sandboxed (i.e., cut off from the internet), preventing data from leaking,
as well as the download of external dependencies. This ensures truly blinded
experiments and improving reproducibility. Both retrieval software and evalu-
ation are snapshotted and merged automatically into the tasks git repository
with all necessary metadata if execution was successful. This updated version
of TIRA was first employed in large-scale NLP tasks at SemEval 2023, with
170 registered teams and 71 teams submitting results. However, when setting
up the retrieval-oriented Touché task for CLEF 2023, it became apparent that
TIRA still had limitations for information retrieval tasks. These shortcomings
included the lack of unified data access, inefficient implementation of typical
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information retrieval workflows, the inability to separate between full-rank and
re-rank software and the ability to modularize retrieval pipelines into compo-
nents with caching. This issues were addressed by integrating ir_datasets [71],
PyTerrier [72] and ir_measures13, to which this work contributed. Details about
these implementation are provided in Chapter 3.

2.4 Open Source Research Software in Informa-
tion Retrieval

The field of information retrieval has witnessed significant advancements
through the contribution of open-source software, providing comprehensive
frameworks designed specifically for information retrieval tasks. Some of these
frameworks have evolved into fully-functional search libraries, covering a wide
range of functionalities and facilitate various aspects of the retrieval process,
including the implementation of end-to-end retrieval pipelines from indexing,
to query processing, to document retrieval. Notably, Apache Lucene14 and the
Lemur project15, both launched in the early 2000s, have emerged as pioneering
and influential examples of these libraries. Various search engines like Anserini
[96], Galago [21], Indri [83] and Terrier [74], among others, are partly build
upon the foundations laid by these libraries, further enhance them with ad-
ditional features tailored specifically for information retrieval research. These
features encompass the implementation of prominent retrieval algorithms and
the support for performance evaluation, streamlining the execution of infor-
mation retrieval experiments. This allows researchers to focus more on their
specific research goals by significantly simplify the implementation of complex
techniques and promote the reproducibility of their research. [41, 97]. Addi-
tionally, a wide range of open-source libraries and toolkits have been developed,
which specialize on certain tasks, namely facilitate the access to test collec-
tions and evaluation protocols, document indexing, topic modeling and many
more. With this work, we integrated ir_datasets, PyTerrier and ir_measures
into TIRA.

ir_datasets [71] is a Python library, developed by the Information Retrieval
Lab at Georgetown University to simplify data handling. It provides stream-
lined access to a wide range of text based test collections commonly utilized
in information retrieval research. Its standardized API presents a consistent
interface for handling diverse data sets, regardless of their original format or

13https://github.com/terrierteam/ir_measures
14https://lucene.apache.org/
15https://www.lemurproject.org/
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structure. In addition to the core text data, the library facilitates access to
various types of metadata and auxiliary information. It support caching for
faster repeated data loading and provides iterable data loading functions to ac-
commodate large data sets. We integrated ir_datasets into TIRA to standard-
ize the input of documents and topics for indexing, the relevance judgments
(qrels) for evaluation and the input of topics and qrels for re-ranking purposes.

PyTerrier [72] is an open-source Python toolkit, built on top of the Terrier
search library, providing a pythonic interface for information retrieval pro-
cesses with a strong focus on experimentation and performance evaluation.
It supports a wide range of retrieval systems, from prominent term-weighting
models to neural ranking approaches and facilitates the implementation of com-
plex retrieval pipelines. PyTerrier integrates seamlessly with popular Python
data science libraries like Pandas and scikit-learn, enabling sophisticated data
manipulation and machine learning workflows within the experimentation pro-
cess. Furthermore, PyTerrier’s integration with the ir_datasets library sup-
ports data loading from a wide range of standard information retrieval data
sets. We use PyTerrier to index the test collections and for conducting most
of our retrieval processes with its integrated retrieval models.

ir_measures16 is an open-source Python library that provides a compre-
hensive interface for evaluating information retrieval systems. It acts as a
bridge between various integrated information retrieval evaluation tools, such
as cwl_eval [4], pytrec_eval [85] and trectools [75], offering a unified API
to access a broad range of evaluation metrics. The library supports more
then 30 measures and diversity metrics. Its compatibility with different judg-
ment types, including binary and graded relevance, caters to various evalua-
tion scenarios and in addition to single-query evaluations, ir_measures supports
query-level and system-level aggregations. We use ir_measures to measure the
retrieval processes conducted within TIREx.

16https://github.com/terrierteam/ir_measures
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Chapter 3

The Information Retrieval
Experiment Platform

The Information Retrieval Experiment Platform (TIREx) [45] is an assemble
of contemporary information retrieval research software integrated with the
TIRA Evaluation-as-a-Service framework, forming a platform that accommo-
dates, administers, and executes information retrieval experiments, ranging
from individual lab studies to shared tasks. Its integration with TIRA enables
software submissions, provides administrative features for selective data blind-
ing, and supports self-containing Git archiving of experiments for post-hoc
reevaluation. It thereby enhances internal validity, including reproducibility.
Its architecture compartmentalizes all phases of the retrieval pipeline through a
unified input/output system (i.e., data set loading, indexing, retrieval and eval-
uation), achieved by the integration of a wrapped ir_datasets instance, which
permits for rapid modifications to pipeline components and enables caching
features to enhance performance. This design significantly facilitates large-
scale experiments, thereby boosting external validity by encouraging research
into generalization.

In the following, I first deliver a brief summery of how TIREx works. Next,
I elaborate on how we integrate ir_datasets with TIRA to standardize the ac-
cess to a large amount of common test collections. I further describe how
we also use it to unify the data flow between software components in sophisti-
cated information retrieval pipelines through task definition, effectively making
components exchangeable. Subsequently I provide examples of how common
retrieval pipelines with TIREx are structured and elaborate on the evaluation
processes with the ir_measures_evaluator. I conclude with an exploration of
the effective remote reuse of experiments in standalone PyTerrier pipelines.
This is facilitated through the self-containment of TIRA’s CI/CD Git archives
and the TIRA API, boosted by its caching capabilities. These developments
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lay the groundwork for the next chapter, where we extensively leveraged these
features to conduct three large-scale experiments.

3.1 Conducting Experiments on TIREx
Figure 3.1 presents an abstract sequence diagram that outlines the principal
process of a common retrieval experiment on TIREx. TIREx loads data sets
into TIRA in a standardized way through a Docker image of the
ir_datasets_loader, a wrapper for the ir_datasets library. Users can select from
already integrated (unblinded) collections. New data sets can be integrated
by adding them to the ir_datasets package, which is open to pull requests and
supports the administration of private access, making it suitable for confiden-
tial data. Nevertheless, TIREx also accommodates the import of data from
individually defined sources to cater to specific use cases, such as the require-
ment for live data or for strict confidentiality. Loaded data sets are indexed by
a dockerized indexing software and cached for future use. Retrieval approaches
are submitted to TIRA as software in Docker images. Any additional input
data (e.g., a manually re-ranked run) is submitted via run uploads. For ex-
ecution, TIRA copies the submitted software to a sandboxed environment,
linking it to the index. This environment isolates the running software from
the internet, preventing potential data leakage and enhancing reproducibility
by ensuring the software is fully installed beforehand. Subsequent evaluation
is also executed in a sandbox, with the run file evaluated by a dockerized
instance of the ir_measures_evaluator, which incorporates ir_measures. Suc-
cessfully conducted experiments are automatically versioned and archived via
CI/CD pipelines in dedicated git repositories, including all software, run up-
loads, results, logs, and metadata, ready for publication if administered. These
archives are self-contained, and the unified data processing by our implemen-
tation of ir_datasets allows for further independent execution in PyTerrier
pipelines, even extended to different data sets. This feature elevates all infor-
mation retrieval experiments conducted on TIREx to be potential participants
in other experiments, including large-scale investigations.

3.2 Unifying Input Data with ir_datasets

The ir_datasets module enables unified access to text based test collections
commonly used in information retrieval research and is embedded as a data
layer in a multitude of IR research software including PyTerrier.
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Figure 3.1: The TIREx experiment pipeline.

With TIREx, we implement ir_datasets within a custom wrapper into
TIRA to process test collections for retrieval experiments in a standardized
manner. This integration is compartmentalized from PyTerrier, yet fully com-
patible with PyTerrier pipelines. With our implementation, retrieval systems
can access all structured information if selected, while we extend it with a
"default text" field for documents and topics to ensure a uniformly defined
interface between various data sets and retrieval software. In addition, we
provide the option to select between full-ranking and re-ranking tasks. For
the former, entire corpora are imported into TIRA, while for the latter, the
documents and topics of a corpus are loaded, to create re-ranking files for any
specified run files. The integration of ir_datasets into TIRA is achieved using
Docker images of the ir_datasets_loader with their configuration defined by
the to-be-executed command of the Docker container, in accordance with the
command-line interface of the ir_datasets_loader.

The ir_datasets_loader serves as a transformation layer for the ir_datasets
package and provides standardized data formats for all data sets accessible
via ir_datasets that incorporates the "default text" field. It distinguishes
between data creation for full-rank and re-rank operations and ensures full
compatibility with PyTerrier. For full-rank operations, the ir_datasets_loader
maps documents, topics, and relevance judgments from the chosen data set
into a unified structure. In re-rank mode, it extracts documents and topics
based on a given run file, aggregating the data to create re-ranking files suitable
for re-ranking operations. Additionally, the system provides the possibility to
include or exclude the entire structured information of documents and topics
in the output. This supplements the data that has been assessed as the main
content and is accessed via the newly introduced default text method. A
command-line interface with five primary arguments enables the configuration
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of the ouput of the ir_datasets_loader, as detailed below:

• ir_datasets_id: This is the ir_datasets identifier for the specific data
set to be loaded, provided as a string.

• output_dataset_path: Specifies the path where the output will be
saved, represented as a Python Path object.

• output_dataset_truth_path: An optional argument designating a sep-
arated path for the relevance judgments to be saved, represented as a
Python Path object.

• include_original: A boolean value that indicates whether the entire
document with all structured information should be stored within the
output.

• rerank: string ’rerank’ or None, this argument activates the re-rank
operation of the ir_datasets_loader, generating files specifically tailored
for re-rank operations.

In the following, I detail our approach to integrate various data sets and
retrieval software through two key implementations: First, I describe our in-
troduction of a unified "default text" field into ir_datasets, streamlining data
access across all integrated test collections. This facilitates the interchange-
ability of both collections and retrieval software. Subsequently, I elaborate on
the preservation of exchangeability and concatenability of arbitrary retrieval
software in modular retrieval pipelines through the differentiation of tasks by
the ir_datasets_loader.

Data access unification with default text fields. While ir_datasets wraps test
collections into unified data types (i.e., namedtuples and distinct class names
for documents, topics and relevance judgments) test collections still vary in the
way they structure their information internally. While some corpora provide
only a single text field for each document and topic, others enrich them with
additional information and metadata. For instance, the MS MARCO passage
corpus [39, 40, 73] provides only a single text field for each document and topic.
Conversely, the ClueWeb TREC-Web 2009-2014 corpora [25–28, 32, 33] store
additional data, including URL, date, HTTP headers, and content type for
each document. In addition, each topic within these corpora is supplemented
with a description, type, and nested subtopics field. Furthermore, the keys
used to access these fields can vary. The MS MARCO passage corpus key for
the main text field of both, documents and topics, is just "text". However, in
the ClueWeb TREC-Web corpora, the key for the main text field in documents
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is "body", while the keys to access the topics are either "query" for the user-like
query-string or "description" for a more detailed version.

Rich information can reflect special use cases and provide additional data
to support tailored retrieval systems that seek to improve document retrieval
by processing specific data structures. For instance, a retrieval model might
filter documents by content type prior to document retrieval or utilize a query
description to elaborate on brief input queries. These retrieval systems ne-
cessitate adaptations to process the specific supplemental data. If a retrieval
system ignores this additional data, the focus then shifts to its general search
capabilities and its adaptability to diverse search contexts.

In order to conduct large-scale experiments to investigate generalization
properties, a common experimental framework for all subsidiary experiments
is essential. For instance, if a retrieval system is to be investigated for its
general search qualities, it should be evaluated across numerous test collections
under conditions that are as uniform as possible. Additionally, to facilitate
such experiments, the system’s implementation across different test collections
should be as straightforward as possible.

To accommodate these scenarios and to boost research into generalization,
we introduce a default_text field for each document and each topic within
ir_datasets. This feature is directly integrated into the ir_datasets package
and allows to access the main content of each document and topic by the uni-
fying default_text method of the document and topic classes, processing the
content as a single string. Assessment for a query or document’s default text
field needs to be manually reviewed but is often straightforward. For instance,
Medline documents consist of a title and an abstract, in which case the default
text would be a combination of both fields. Numerous test collections com-
prise title, description, and narrative versions for topics. As the title typically
pertains to short queries that users would input into search engines, we utilize
the title as the default text in most cases. In instances where the choice is not
as obvious, we strive to authentically represent the document or topic’s most
crucial content, while also being open to suggestions from the community via
pull requests.

Flexible retrieval pipelines through task differentiation. In modern retrieval
approaches, a retrieval pipeline often consists of one retrieval system re-ranking
the ranking from a prior retrieval process. This operation involves at least two
stages with the primary stage performing an initial full-ranking procedure of
a document corpus corresponding to a set of queries, which is then condensed
into a run file. In a subsequent stage, a re-ranking operation is performed
on the ranking previously recorded in that run file. Therefore, a minimum of
two retrieval systems is necessary. The full-ranker accepts the documents and
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topics of a test collection as input and produces the run file as output. On
the other hand, the re-ranker uses a specific re-ranking file derived from the
content of the prior outputted run file as input. This file consists of document-
query pairs along with the score and rank for each entry of the run file. It
then yields another run file as output. Retrieval operations like these can be
escalated to several stages, linking multiple re-ranking processes sequentially,
initially triggered by a full-ranking retrieval operation at the outset.

With TIREx we aim to facilitate modular retrieval pipelines where retrieval
software can be easily chained and exchanged without adopting the respective
retrieval software. We use the ir_datasets_loader as a bridge in between two
retrieval operations, collecting all additional data needed via ir_datasets to
automatically building re-ranking files from run files, if necessary. As a result,
re-rankers can operate on any previous stages that outputs run files in TREC
format, as the output of these stages is converted into a standardized format.

Figure 3.2 and 3.3 provide diagrams about the general input/output conver-
sion of the ir_datasets_loader, while listing 3.1 and 3.2 give exemplified insight
into the data structure that the ir_datasets_loader produces for full-ranking
and re-ranking operations. For full-rank software the ir_datasets_loader gen-
erates a documents.jsonl.gz file, which comprises the document ID (docno), the
default text field (text), and the full document structure with all its individual
fields accessible through the original_document field if this option was set at
execution. It further generates a topics.jsonl.gz file with the query ID (qid),
the default text field (query) for the main query data and the whole topic struc-
ture with all its fields stored in the original_query field. Both files are in JSON
Lines format. Additionally, the topic file structure is furthermore mapped and
exported to a trecxml formatted file.

For re-rankers, the ir_datasets_loader creates a re-rank.jsonl.gz file in
JSON line format using the run file from the preceding stage. The re-rank file
includes entries of query-document pairs to be re-ranked, along with the score
and rank given by the prior stage. Re-rankers are then tasked to reorder all
documents into their output run file. In this case, the ir_datasets_loader is run
prior to the re-ranker, with the re-ranker only receiving the re-rank.jsonl.gz
file as input.

If the data set contains relevance judgments, the ir_datasets_loader further
provides a qrels.txt file for both tasks in standard TREC format.
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Figure 3.2: I/O of the ir_datasets_loader for full-ranking operations.

Figure 3.3: I/O of the ir_datasets_loader for re-ranking operations.

3.3 Running Retrieval Pipelines with TIREx
TIREx utilizes the TIRA platform to run and archive information retrieval
experiments. TIRA uses Docker images for software implementation, which
promotes the modularization of retrieval pipelines. The immutability principle
that TIRA applies to submitted software guarantees its repeatability, allowing
for the reliable caching of outputs. The cached output can be shared across
all pipelines, significantly increases overall efficiency.

Our implementation of ir_datasets within the ir_datasets_loader unifies
the integration of test collections for the assembly of retrieval systems and
provides for the differentiation of retrieval software into full-rank and re-rank
systems. The standardized processing of output from retrieval systems to in-
put for rerankers, combined with TIRA’s caching capabilities, make retrieval
pipelines in TIREx easily scalable and their output can be reused by other
pipelines.

Data management within TIRA. To manage the flow of data between the
software components of retrieval pipelines, TIRA uses up to three variables
that reference data stores passed to each software. These variables can be used
in the to-be-executed commands of Docker containers and are also globally
available.
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Listing 3.1: Example entries: documents.jsonl.gz (left), topics.jsonl.gz (right)

{
"docno": "MED -48",
"text": "Agricultural policies ,

food and public health
Abstract A historical view
on how our agricultural
systems evolved and how
they are contributing to
obesity and disease.",

"original_document": {
"doc_id": "MED -48",
"url": "http ://www.ncbi.nlm

.nih.gov/pubmed
/21151043",

"title": "Agricultural
policies , food and
public health",

"abstract": "Abstract A
historical view on how
our agricultural
systems evolved and how
they are contributing

to obesity and disease.
"

}
}

{
"qid": "PLAIN -1017",
"query": "detoxification",
"original_query": {

"query_id": "PLAIN -1017",
"title": "detoxification",
"all": "detoxification - -

cancer , raw food , heart
health , heart disease ,
industrial toxins ,

women ’s health ,
pregnancy , persistent
organic pollutants ,
meat , infants ,
cardiovascular health ,
cardiovascular disease ,
complementary medicine

, fish , alternative
medicine - -"

}
}

The variable $inputDataset points to a directory containing all files of the
input data set passed to a software. For instance, for a full-ranking retrieval
pipeline, evaluated on a specified test collection, the directory would hold
the documents.jsonl.gz, topics.jsonl.gz and qrels.txt files of that specific test
collection, serving the first two to the indexing software and the last two to
the evaluator.

The variable $inputRun is only available for retrieval software composed
of multiple components and points to a directory with the output data of all
preceding components. For instance, in a re-ranking pipeline, consisting of one
full-ranker and two re-rankers, the output of all run files from each software
would be collected in the directory referenced by $inputRun in the order in which
they were defined. The ir_datasets_loader that builds the re-rank.jsonl.gz
from each run file, as well as all subsequent evaluators, would obtain the run
files via this variable.

The variable $outputDataset points to the directory at which TIRA expects
the output of each software, before it is redistributed (e.g. to the directory
referenced by $inputRun).
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Listing 3.2: Example entry of re-rank.jsonl.gz

{
"qid": "PLAIN -1017",
"query": "detoxification",
"original_query": {

"query_id": "PLAIN -1017",
"title": "detoxification",
"all": "detoxification - - cancer , raw food , heart health ,

heart disease , industrial toxins , women ’s health ,
pregnancy , persistent organic pollutants , meat , infants ,
cardiovascular health , cardiovascular disease ,
complementary medicine , fish , alternative medicine - -"

},
"docno": "MED -48",
"text": "Agricultural policies , food and public health Abstract A

historical view on how our agricultural systems evolved and
how they are contributing to obesity and disease.",

"original_document": {
"doc_id": "MED -48",
"url": "http ://www.ncbi.nlm.nih.gov/pubmed /21151043",
"title": "Agricultural policies , food and public health",
"abstract": "Abstract A historical view on how our

agricultural systems evolved and how they are contributing
to obesity and disease."

},
"rank": 1,
"score": 45.67

}

Manual components as input. Some retrieval processes may use data specif-
ically crafted for that very process, so called manual submissions at evaluation
campaigns. For instance, the Interactive Track of TREC, which ran from 1996
until 2003 [6–11, 56, 81], often involved manual aspects, as it focused specifi-
cally on user interaction with search systems. Thus, a user might for example
perform an interactive search process and then manually select documents to
be included in the final result set [56]. Use cases like these are supported
by manual uploads. Uploaded files can be configured as preceding compo-
nents and therefore made available as input to subsequent components via the
$inputRun variable.

Improved efficiency through caching. All submitted software to TIRA is
immutable, hence the output of each software is considered reliable. This
feature allows caching of outputs, which enables their reuse in new contexts.
Once computed, outputs can be shared if appropriately managed. Retrieval
pipelines thus gain efficiency by circumventing the need to recompute out-
puts from previously executed software, since cached outputs can be directly
utilized. For instance, a pipeline may solely calculate a final re-ranking, ig-
noring preceding stages if the same software has processed these stages once
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before. Since software reruns remain possible, multiple instances of the same
output may exist. In such cases, the output from the first execution serves
as the cache for future reuse. Moreover, output that has served as input for
other software cannot be deleted as long as dependent software exists. On the
other hand, software can only be deleted if all of its outputs are deleted first.
Any programming errors can only be fixed by submitting new software. Thus,
TIRA’s immutability principle enhances system efficiency, maintains integrity,
and assures repeatable and dependable outputs.

Examples for retrieval pipelines with TIREx. Common retrieval exper-
iments carried out with TIREx usually involve full ranking or re-ranking
pipelines. These processes commence with the loading of a test collection,
followed by its indexing, subsequent retrieval operations, and its evaluation.

Figure 3.4 illustrates a full-ranking approach, demonstrating the data flow
both with and without the presence of corresponding caches. All output of
each software is cached and if a cache of a software’s output is available, sub-
sequent stages would be served from the cache instead. In the absence of
caches, the Docker image containing the ir_datasets_loader is executed with
the specific arguments for a given data set and task and all output is stored
in $outputDataset. These are made accessible by TIRA in $inputDataset. Sub-
sequently, the indexing software builds an index within $outputDataset. TIRA
then avails the index from $outputDataset to the full-ranking software within
$inputRun, channeling its output back via $outputDataset into $inputRun. Fi-
nally, the evaluator software uses the run file from $inputRun and the data set
from $inputDataset to assess the retrieval process, recording its evaluation back
inside $outputDataset.

Figure 3.5 highlights details of a more complex re-ranking process from a
retrieval pipeline, featuring multiple chained re-rankers subsequent to a full-
ranker, including a manual submission. The full-ranker outputs a run file to
$outputDataset which TIRA then makes accessible within $inputRun. Subse-
quently, the ir_datasets_loader builds a re-rank.jsonl.gz file from the run file
and outputs it to $outputDataset, from where TIRA avails it within $inputRun.
For the first re-ranker a manual submission (e.g., manual query formulations)
is served via upload to $inputRun. The re-ranker accesses all files from this
location, directing its run back to $outputDataset. TIRA then gathers the data
and serving all subsequent stages after each process, aggregating all output
inside $inputRun.
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Figure 3.4: Example of a full-ranking pipeline on TIREx.

Figure 3.5: Excerpt from a re-ranking pipeline with a manual submission
on TIREx.

3.4 Evaluation with the ir_measures_evaluator

To evaluate retrieval processes within TIREx, we integrated a comprehensive
default evaluator via Docker image into TIRA that utilizes ir_measures.

Evaluations are performed in a sandbox environment separate from the
Internet to ensure data privacy, and are automatically processed each time a
retrieval pipeline is executed. Without topics and relevance judgments passed,
the evaluator checks the run file for its integrity, providing comprehensive feed-
back about any perceived issues. It thereby distinguishes between warnings
and errors that would break any further evaluation process. In addition to sev-
eral I/O inspections, it checks for the correct number of columns, multiple tags
or special characters within tags, special characters within query identifiers,
their correct ascending order, special characters within document identifiers,
unexpected values in the ignored column, if scores are floating point numbers,
the correct ascending order of scores, the appearance of score ties, if ranks are
integers, the correct ascending order of ranks and if ranks are consecutive and
consistent in their order.

When topics and relevance judgments are passed, the evaluator checks the
run file and, assuming it can be parsed, checks its consistency regarding its
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Listing 3.3: Code snippet for a full-rank retrieval from a complete corpus.

pipeline = tira.pt.retriever(
"<task -name >/<user -name >/<software >",
dataset

)
advanced_pipeline = pipeline >> advanced_reranker

Listing 3.4: Code snippet to run a re-ranker from an experiment.

bm25 = pt.BatchRetrieve(index , wmodel="BM25")
reranker = bm25 >> tira.pt.reranker(

"<task -name >/<user -name >/<software >"
)

document and topic identifiers against the topics and the relevance judgments
file. It also checks the consistency of the topic and relevance judgments file
regarding not shared identifiers. If metrics are passed, it runs all checks and
then evaluates the run file against the metrics. The evaluation is computed
as an average across all queries and individually for each query to allow for
later statistical analysis. The evaluation results are then exported in prototext
format.

3.5 Reusing Experiments in PyTerrier Pipelines
Experiments successfully run on TIRA are automatically versioned and
archived in dedicated git repositories. This includes all results, such as run files
and evaluations, as well as software submissions in the form of Dockerfiles, with
the images loaded to Dockerhub. All experiment repositories are self-contained
and work stand-alone, independent from TIRA, with privacy settings avail-
able. If public access is permitted, they become remotely accessible through
the TIRA API for post-hoc reproducibilty and replicability studies. Through
our standardization efforts, artifacts of experiments conducted on TIREx are
reliable to work seamlessly with ir_datasets and in PyTerrier pipelines and
can be reused in further experiments, reaching out to large-scale experiments
for generalization tests. Each software component of an experiment is thereby
identified by <task-name>/<user-name>/<software>, whereas <task-name> refers to
the specific (shared-)task, <user-name> to the team that conducted the experi-
ment and <software> to the submitted software.

Listing 3.3 shows how full-ranking software can be repeatedly executed on
the original data set or even rerun on arbitrary data sets and subsequently
used as preceding components in advanced PyTerrier pipelines. The retriever
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Listing 3.5: Code snippet to re-rank a run by a submission software.

first_stage = tira.pt.from_submission(
"<task -name >/<user -name >/<software >",
dataset="<dataset >"

)
advanced_pipeline = first_stage >> advanced_reranker

method uses the software identifier and a data set as arguments to execute
the software on the data set by downloading and executing the referenced
Docker image. Any data set available in ir_datasets is suitable. This retrieval
pipeline can then by integrated into further PyTerrier pipelines due to the
assured compatibility by the TIREx framework.

Listing 3.4 illustrates how any re-rankers submitted to experiments on
TIREx can be reused and integrated into any external PyTerrier pipeline.
In this case, an initial full-ranking is executed using PyTerrier’s BatchRetrieve
function. Subsequently, the re-ranker is downloaded via the reranker method
processing the software identifier and is then chained as a subsequent compo-
nent behind the full-ranker.

Listing 3.5 demonstrates how run files derived from experiments can be
downloaded and utilized in PyTerrier pipelines through the from_submission
method. Since run files serve as input to subsequent steps in standard re-
trieval pipelines without the need for their originating software, they can be
used directly as a component in PyTerrier pipelines, just as they can serve as
input for any other software that processes run files. In this case, no software
needs to be re-executed, saving time and resources. Any stage of a retrieval
pipeline, that is cached by its resulting run file, can thus be accessed and built
upon in post-hoc experiments (e.g., with different re-rankers). This method is
particularly beneficial for efficient large-scale experiments.

In the next chapter, I discuss several large-scale evaluations that we con-
ducted, making extensive use of the from_submission method after caching the
runs of 50 retrieval systems across 31 test collections with TIREx.
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Chapter 4

Large-Scale Experiments with
TIREx

In this chapter, I present three post-hoc experiments conducted on data gath-
ered by the TIREx framework, demonstrating TIREx capabilities to facilitate
large-scale evaluations and generalization research. To provide an understand-
ing of the basis for all subsequent studies, I first provide a brief overview of
the initial data collection and outline both the diversity and scope of the data
pool from which all of our experiments are derived. Subsequently, I present
a study that evaluates the replicability of system preferences of 50 retrieval
systems across 31 test collections with respect to the preferences observed on
the TREC Deep Learning Track 2019 [37]. Further, I report the evaluation
of feature-rich learning-to-rank pipelines that we constructed over 6 ClueWeb
TREC web collections. In this study, we make use of the PyTerrier implemen-
tation of TIREx to collect and implement 43 features from TIRA submissions
using only three lines of code. Finally, I conclude with an extensive rank-fusion
study we performed on a subset of the accumulated data, in which we compar-
atively evaluate all possible fusions of runs from 49 different retrieval systems
over a set of 25 test collections.

4.1 Initial Data Collection with TIREx
For a sufficiently large data pool, suitable to future large-scale retrieval experi-
ments, we imported 31 test collections from 14 distinct corpora into TIREx, re-
flecting a wide diversion of tasks. We further deployed 50 retrieval approaches,
amounting to a total of 51 retrieval systems, and executed them across all test
collections, resulting in 1,550 runs.

Table 4.1 provides an overview of all test collections derived from the cor-
pora we used. Collectively, these corpora encompass 1.7 billion documents.
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Table 4.1: Available test collections in TIREx.

Corpus Included Test Collections

Name Docs. Size Collections #

Args.me 0.4 m 8.3 GB Touché 2020–2021 [14, 15] 2
Antique 0.4 m 90.0 MB QA Benchmark [54] 1
ClueWeb09 1.0 b 4.0 TB Web Tracks 2009–2012 [25–28] 4
ClueWeb12 731.7 m 4.5 TB Web Tracks [32, 33], Touché [14, 15] 4
CORD-19 0.2 m 7.1 GB TREC-COVID [94, 95] 1
Cranfield 1,400 0.5 MB Fully Judged Corpus [29, 30] 1
Disks4+5 0.5 m 602.5 GB TREC-7/8 [91, 92], Robust04 [87, 89] 3
Gov 1.2 m 4.6 GB Web Tracks 2002–2004 [35, 36] 3
Gov2 25.2 m 87.1 GB TREC TB 2004–2006 [19, 23, 24] 3
Medline 3.7 m 5.1 GB Trec Genomics, PM [55, 57, 79, 80] 4
MS MARCO 8.8 m 2.9 GB Deep Learning 2019–2020 [37, 38] 2
NFCorpus 3,633 30.0 MB Medical LTR Benchmark [16] 1
Vaswani 11,429 2.1 MB Scientific Abstracts 1
WaPo 0.6 m 1.6 GB Core 2018 1

Σ = 14 corpora 1.7 b 8.5 TB 31

Individual test collections span from 1,400 to 7,3 million documents and al-
most all collections originate from shared tasks of evaluation campaigns.

Table 4.2 lists the 51 retrieval models we submitted to TIREx as Docker
images. These models derive from four retrieval frameworks: We implemented
24 models from PyTerrier [72], 17 models from BEIR [84], 9 models from
PyGaggle [69], and 1 model from ChatNoir [12]. From PyTerrier, our col-
lection includes 20 lexical retrieval models and 3 DuoT5 cross-encoders via
the PyTerrier duoT5 plugin. Additionally, we incorporated one late inter-
action ColBERT model through the ColBERT plugin for PyTerrier. From
BEIR we implemented 17 dense retrieval bi-encoder models, leveraging var-
ied SBERT approaches and from PyGaggle, we included eight variants of
monoBERT and monoT5 cross-encoders. In addition to the BM25 model
from PyTerrier we also included the BM25F model from the search engine
ChatNoir. This ElasticSearch-based engine houses all ClueWeb TrecWeb test
collections in TIRA. Therefore, ChatNoir served as the primary BM25 full-
rank retrieval approach for all ClueWebs, over the PyTerrier BM25 model,
given its capability to utilize all fields within these test collections (e.g., HTTPS,
body_content_type, etc.). All other models were exclusively implemented upon
the default_text field we introduced in ir_datasets. Each model, including
BM25F from ChatNoir, operated on its default parameters. While ChatNoir’s
BM25F model exclusively serves as a full-ranker, all PyTerrier’s lexical models
and all BEIR’s models can operate both as full-rankers and re-rankers. All
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Table 4.2: Retrieval systems submitted to TIREx.

Framework Paradigma Description Systems

BEIR [84] Bi-Encoder Dense Retrieval 17
ChatNoir [12] Lexical Elasticsearch Cluster 1
ColBERT@PT [63] Late Interaction Pyterrier Plugin 1
DuoT5@PT [78] Cross-Encoder Pairwise Transformer 3
PyGaggle [69] Cross-Encoder Pointwise Transformer 9
PyTerrier [72] Lexical Traditional Baselines 20

Σ = 6 = 4 frameworks + 2 forks 51

other models, i.e., PyTerrier’s colBERT and duoT5 variants, along with all
PyGaggle cross-encoder models, are restricted to re-ranking operations only.

Excluding the ClueWeb test collections, which are already indexed in TIRA
using ElasticSearch within ChatNoir, we indexed all other test collections using
PyTerrier’s indexing function with default parameters. For ClueWeb test col-
lections, we utilized ChatNoir’s BM25F model for full-ranking retrieval. For all
other test collections, we employed the PyTerrier BM25 model for full-ranking
results. To ensure a more valid comparison across all test collections, we then
applied all 50 retrieval systems as re-rankers to the full-ranking results of each
test collection. Since the focus of this thesis is on the post-hoc experiments
performed on this baseline data and does not directly relate to the original
results derived from them, I do not address the specifics of the computational
environment or the results of the original implementations. For details about
the computational settings and original results, I refer to Froebe et al. [45].

4.2 Comparing System Preferences across Test
Collections

In this post-hoc evaluation, we utilized the data from the 1,550 runs collected
with TIREx to assess the replicability of system preferences across different
test collections. By "system preference", we mean the extent to which one
retrieval system outperforms another on a specific test collection for a given
metric. For instance, within our retrieval results, DLH has an nDCG@10 score
of 0.806 on MS MARCO Passage TREC Deep Learning Track 2019, while
BM25 holds an nDCG@10 score of 0.795 for the same collection. Therefore
DLH is more effective than BM25 for nDCG@10 on Deep Learning track 2019.
The degree of this preference can be quantified using various metrics. For our
case study, we compiled system preferences between all possible pairs of the
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50 retrieval models we implemented, focusing on their performances on TREC
Deep Learning track 2019 using the nDCG@10 metric. We then assessed the
replicability of these preferences across all other 30 test collections imported
into TIREx using repro_eval [18].

For any given system preference, we designate the system with the lower
nDCG@10 score on TREC Deep Learning track 2019 as the baseline and the
one with the higher score as the advanced system. For instance, as previously
described, when DLH outperforms BM25 on TREC Deep Learning track 2019,
we consider BM25 the baseline and DLH the advanced system. Conversely,
when comparing BM25 to DirichletLM, which helds a lower score, BM25 acts
as the advanced system to DirichletLM. With repro_eval, we evaluate the repli-
cability of these system preferences on a new collection along two dimensions:
Effect Ratio and Delta Relative Improvement. These dimensions are detailed
by Breuer et al. [17] with the notation as follows:

Let a and b be runs r, where a-run represents the advanced run and
b-run represents the baseline run on an original collection C. Likewise, a′

and b′ are replicated runs r′ performed on a new collection D. M represents
any information retrieval evaluation metric. The topics of the original collec-
tion are described by j ∈ {1, . . . , nC}, while the topics of the new collection
are described by j ∈ {1, . . . , nD}. MC

j denotes the score of a run r on the
original collection C with respect to the metric M and topic j. MC(r) is the
average score computed across all topics in collection C for run r.

Effect Ratio (ER). As defined in equation (4.2), the Effect Ratio quantifies
the overall effect of the replication. It is calculated by dividing the mean of
the per-topic improvements (4.1) of the replicated experiment by those of the
original experiment.

∆MC
j = MC

j (a)−MC
j (b), ∆′MD

j = MD
j (a′)−MD

j (b′) (4.1)

ER(∆MD,∆MC) =
∆MD

∆MC
=

1
nD

∑nD

j=1∆MD
j

1
nC

∑nC

j=1∆MC
j

(4.2)

Delta Relative Improvement (DRI). As defined in Equation (4.4), the Delta
Relative Improvement measures the difference in relative improvement between
the original and replicated experiments. It represents the difference between
the relative improvements (4.3) observed in the original run of the original
experiment and those in the replicated experiment.

RI =
MC(a)−MC(b)

MC(b)
,RI′ =

MD(a′)−MD(b′)

MD(b′)
(4.3)
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∆RI(RI,RI′) = RI − RI′ (4.4)

For repro_eval, a replication is deemed successful, to varying extents, if the
overall effect observed between the pair of runs can also be identified on the new
collection. The Effect Ratio quantifies the extent to which the improvement of
the advanced system over the baseline can be mirrored on the new collection.
An ideal ER is 1, which represents a perfect replication. Ratios exceeding 1
indicate an even more pronounced improvement during replication, whereas
values between 0 and 1 suggest the improvement was less pronounced on the
new collection. ER below 0 point to unsuccessful replications as they imply
the advanced system performed worse than its baseline on the new collection.
The Delta Relative Improvement quantifies the difference in improvement be-
tween the advanced system and the baseline and typically falls within the [-1,
1] interval. A value of 0 signifies a perfect replication. Values less than 0
suggest a more significant relative improvement of the advanced system on the
new collection. Conversely, values greater than 0 but less than 1 indicate a
diminished relative improvement. It’s possible to witness negative improve-
ments, especially with higher values. This implication, however, isn’t directly
evident from this measure alone. Therefore, our primary attention centers on
the Effect Ratio, and we consider any values above 0 as indicative of success-
ful replication. This is because the advanced model’s improvement over the
baseline is replicated, irrespective of the exact magnitude.

Table 4.3 presents the outcomes of our replicability analysis using repro_eval.
We display the percentage of successfully replicated system preferences, along
with the 25%, 50%, and 75% quantiles for both the Effect Ratio and the
Delta Relative Improvement. The test collections are ordered by the success
rate of replicating system preferences observed in the TREC Deep Learning
Track 2019 based on ER scores above 0. We highlight the top five test collec-
tions with the highest success rate and subsequently continue in increments of
five.

Unsurprisingly, replications related to the TREC Deep Learning Track of
2020 are impressive: an 85% success rate, a median ER nearing 0.9, and a
DHI close to zero signifying near-perfect replicability (i.e., an ER score of 1
and a DHI of 0). The Touché 2020 Task 2 shows comparable replicability with
an 81% success rate, though there’s a noticeable drop in median effective-
ness, even as the median DHI remains close to zero. For test collections such
as Touché 2021 Task 1, Web Track 2004, and CORD-19, replicability is suc-
cessful in approximately 70% of the instances. However, the median ER sees
further decline, with CORD- 19 being a notable exception, boasting a second-
best score of 0.4. Despite this, CORD- 19 exhibits inconsistent scores in the
first and third quantiles, suggesting a high variability in replicability outcomes
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Table 4.3: Replicability results for system preferences from TREC DL
2019 to selected test collections. Includes the success rate in percent
(Effect Ratio > 0) and the 25%, 50%, and 75% quantiles for the Effect
Ratio and Delta Relative Improvement.

Test Collection Rank Succ. Effect Ratio Rel. Impr.

25 % 50 % 75 % 25% 50 % 75%
TREC DL 2020 1 85.2 0.62 0.88 1.06 -0.02 0.02 0.08

Touché 20 (Task 2) 2 81.0 0.17 0.37 0.63 -0.07 0.05 0.15

Touché 21 (Task 2) 3 72.6 -0.06 0.24 0.44 0.01 0.1 0.22

Web Track 2004 4 72.1 -0.03 0.16 0.47 0.01 0.15 0.32

CORD-19 5 70.0 -0.15 0.4 1.75 -0.07 0.12 0.38

Terabyte 2006 10 62.1 -0.26 0.15 1.1 -0.04 0.14 0.44

TREC PM 2017 15 53.4 -0.38 0.05 1.2 -0.3 0.2 0.59

Terabyte 2005 20 42.2 -0.53 -0.15 0.8 -0.01 0.24 0.54

TREC PM 2018 25 33.2 -1.54 -0.51 0.87 -0.15 0.58 1.04

Cranfield 30 28.8 -0.02 -0.01 0.0 0.08 0.29 0.59

for this test collection. At the first quantile, replications across all three test
collections tend to falter. Specifically, advanced models from the TREC Deep
Learning Track 2019 often underperform compared to their respective base-
lines. This downward trend becomes more pronounced as we move down the
list, impacting even the median values for the latter half of the examined test
collections. As a result, for half of these test collections, successful replicability
- defined broadly as the consistent performance relation between an advanced
model and its baseline, without considering the magnitude of improvement —
becomes elusive on average.

4.3 Feature-Full Learning-to-Rank Study
In this post-hoc experiment, we constructed and evaluated a comprehensive
learning-to-rank (LTR) pipeline using PyTerrier, building on the extensive
resources previously obtained using TIREx. The pipeline incorporates 43 re-
rankings as features for training LTR models. Utilizing the PyTerrier imple-
mentation of TIREx, we gathered all full-ranking results from the ClueWeb
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Listing 4.1: Code snippet for fetching features with the PyTerrier inte-
gration from TIREx and their integration into a PyTerrier pipeline.

’’’
TASK = ir -benchmarks
TEAM = tira -ir -starter
datasets = array of dataset -IDs
softwares = array of software names

’’’

first_stage = tira.pt.from_submission(f’{TASK }/{ TEAM }/{ chat_noir}’,
datasets=TASKS)

rerankers = [tira.pt.from_submission(f’{TASK }/{ TEAM }/{ software}’) for
software in softwares]

features = first_stage >> (reduce(lambda x, y: x**y, rerankers))

TREC-Web collections from 2009 to 2014. These results were previously ob-
tained using ChatNoir’s BM25F implementation and were collected using the
from_submission method available in the TIRA API-client, which automati-
cally made them PyTerrier-ready (Listing 4.1). We then employed the same
method to collect existing re-ranking results from 43 different re-rankers for
each of the test collections. From this set of re-ranking data, we assembled a
feature-rich pipeline in PyTerrier to serve as a training asset for LTR models.
The pipeline was build using PyTerrier’s Feature Union operator, as demon-
strated in Listing 4.1, and computed 43 individual features from the gathered
re-ranking results.

In our experiment, we used six test collections that span from ClueWeb’s
TREC-Web 2009 to TREC-Web 2014. We created six tasks to evaluate a single
learning-to-rank model on each collection. Each task incorporated a test set
from its specific collection, a training set compiled from four of the other
collections, and a validation set derived from the remaining sixth collection,
manually assigned by us. For example, when evaluating an LTR model on the
TREC-Web 2009 collection, we assigned TREC-Web 2009 data to serve as the
test set, data from TREC-Web 2011 to 2014 to made up the training set, and
TREC-Web 2010 data to use for validation. Detailed information about how
we distributed the data for these tasks is presented in Table 4.4.

We chose LightGBM [61] as the LTR model for the experiment, taking
advantage of PyTerrier’s seamless integration with the LightGBM learning
library1. To enhance model performance, we trained multiple variations of
each task-specific model by running a custom grid search on different hyper-
parameters. The most promising candidates were then selected based on their
nDCG@10 scores on the respective validation data. For the grid search key

1https://lightgbm.readthedocs.io/en/latest/Python-Intro.html
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Table 4.4: LTR-tasks with their data distribution for testing, validation
and training.

Task Test Validate Train
1 Web Track 2009 Web Track 2010 Web Track 2011,

Web Track 2012,
Web Track 2013,
Web Track 2014

2 Web Track 2010 Web Track 2009 Web Track 2011,
Web Track 2012,
Web Track 2013,
Web Track 2014

3 Web Track 2011 Web Track 2010 Web Track 2009,
Web Track 2012,
Web Track 2013,
Web Track 2014

4 Web Track 2012 Web Track 2011 Web Track 2009,
Web Track 2010,
Web Track 2013,
Web Track 2014

5 Web Track 2013 Web Track 2012 Web Track 2009,
Web Track 2010,
Web Track 2011,
Web Track 2014

6 Web Track 2014 Web Track 2013 Web Track 2009,
Web Track 2010,
Web Track 2011,
Web Track 2012

parameters, we varied the number of iterations (num_iterations), the learning
rate (learning_rate), and the number of leaves (num_leaves). Specific values
for these parameters are detailed in table 4.5. Any parameters not explicitly
mentioned were left at their default settings. This approach resulted in a pool
of 36 distinct models for each task.

Table 4.6 compares the performance of the optimal model candidates on
their respective test collections against the benchmark scores from the leader-
boards2 of the ir-benchmarks TIRA task. The model evaluated on the 2014
TREC-Web collection showed suboptimal performance, ranking in the bottom
percentile of the leaderboard. Models for TREC-Web 2011 and TREC-Web
2013 yielded median performance and ranked in the middle percentile of the
leaderboard. In contrast, the models for TREC-Web 2009, TREC-Web 2012,
and TREC-Web 2010 performed comparatively better and achieved top ten
rankings, with the model for TREC-Web 2010 even ranking fourth. Despite

2https://www.tira.io/task/ir-benchmarks
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Table 4.5: LightGBM parameter setting with Grid Search

Hyperparameter Values

task train
num_leaves [7, 500, 1000]
objective lambdarank
metric ndcg
eval_at [10]
learning_rate [0.1, 0.2, 0.3, 0.4]
importance_type gain
num_iterations [100, 500, 1000]

Table 4.6: nDCG@10 scores of each selected LTR model, compared to
the best scores on the ir-benchmark leaderboards (as of 09.09.2023).

Task Test Set nDCG@10 ir-benchmarks

Best Score Leaderboard Pos.

1 Web Track 2009 0.147 0.229 9/53
2 Web Track 2010 0.229 0.294 4/54
3 Web Track 2011 0.249 0.289 32/56
4 Web Track 2012 0.160 0.192 6/53
5 Web Track 2013 0.239 0.271 15/53
6 Web Track 2014 0.223 0.340 48/53

these variations, the aggregate data suggest that feature-rich LTR pipelines, as
implemented in this study, lack consistent effectiveness across test collections,
even when they derive from the same corpora, and do not achieve leading
status in any of the evaluations. Several external factors may have limited
the study’s efficacy, rendering the results inconclusive. These include a fixed
split between test and validation data, insufficient tuning of hyperparameters
due to a too simple grid search, and indiscriminate feature inclusion. These
variables could undermine the model’s robustness and generalizability.

4.4 Rank-Fusion Study
In this post-hoc experiment, we applied and investigated rank-fusion for a
comparative evaluation against single system retrieval on a large scale. Fusion
algorithms integrate different ranked lists into a single ranked list, mitigating
the limitations of each ranking while leveraging their strengths in hopes of

38



CHAPTER 4. LARGE-SCALE EXPERIMENTS WITH TIREX

Table 4.7: Distribution of retrieval systems by their paradigms used in
the rank-fusion study.

Framework Paradigma Systems

BEIR Bi-Encoder 16
ColBERT@PT Late Interaction 1
DuoT5@PT Cross-Encoder 3
PyGaggle Cross-Encoder 9
PyTerrier Lexical 20

System count: 49

Table 4.8: Summary of test collections used in the rank-fusion study.

Corpus Included Test Collections

Name Docs. Size Collections #

Args.me 0.4 m 8.3 GB Touché 2020–2021 [14, 15] 2
ClueWeb09 1 b 4.0 TB Web Tracks 2010–2012 [26–28] 3
ClueWeb12 731.7 m 4.5 TB Web Tracks [32, 33], Touché [14, 15] 4
CORD-19 0.2 m 7.1 GB TREC-COVID [94, 95] 1
Disks4+5 0.5 m 602.5 GB TREC-7/8 [91, 92], Robust04 [87, 89] 3
Gov 1.2 m 4.6 GB Web Tracks 2002–2004 3
Gov2 25.2 m 87.1 GB TREC TB 2004–2006 3
Medline 3.7 m 5.1 GB Trec Genomics, PM 3
MS MARCO 8.8 m 2.9 GB Deep Learning 2019–2020 2
WaPo 0.6 m 1.6 GB Core 2018 1

Σ = 10 corpora 1.7 b 8.5 TB 25

improving overall performance.
In this study, we generated fused runs with the ranx library for Python [5],

combining every possible diverse pair of a total of 49 different retrieval systems,
using the Reciprocal Rank Fusion algorithm (RRF) [34]. This resulted in a
total of 1176 fused runs. All runs were assessed on their mean nDCG@10 score
based on their runs on 25 test collections. The distribution of retrieval systems
according to their underlying paradigms is detailed in Table 4.7. Specifically,
we employed 20 lexical models, 16 bi-encoder models, 12 cross-encoder models,
and one late interaction model. Details of the test collections used for the
evaluation can be found in Table 4.8.

For each pair of systems, we calculated the average nDCG@10 score for
both the individual systems and their combined fusion. To statistically vali-
date these results, we conducted a two-tailed paired t-test for each system’s
score in comparison to the fusion score, using SciPy [86]. The null hypothe-
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Table 4.9: Distribution of fusion success by count and percentage.

Fusions # in %

Total 1176 100.0
Successful 946 80.4
Successful significant 679 57.7
Failed 230 19.6
Failed significant 90 7.7

sis for this test assumes that the average values for the two related samples
are identical, therefore a significant difference between the system and fusion
scores is indicated by p ≤ 0.05. These values were adjusted using a Bonferroni
correction factor of 1176. We also computed Cohen’s D to quantify the effect
size between each system’s score and the fused score. We consider a fusion
successful, if its score outperforms the scores of both individual systems. In
such cases, the system with the higher score is referred to as the "superior
system," while the system with the lower score is referred to as the "helper
system".

In Table 4.9, we present the distribution of successful fusions versus failed
fusions, further filtered by statistical significance. Out of the initial 1176 fu-
sions, 80% were successful. When filtered for statistical significance via t-test,
679 out of 946 successful fusions remained, signifying that 70% of all successful
fusions resulted in a significant improvement in effectiveness. Conversely, out
of the total 230 failed fusions, only 90 remained statistically significant, ac-
counting for 39% of all failed fusions. This suggests that losses in effectiveness
are statistically less likely to be significant when systems are fused.

Each of the 49 retrieval systems participates in a total of 48 different fusions
with other systems. We define an effective fusion partner as the helper system
in a successful fusion, as it elevates an already superior system to become
even more effective. Table 4.10 provides a detailed list of the most common
helper systems, in terms of their nDCG@10 values. The table lists the total
number of cases in which each system participates as a helper. It also shows the
percentage representation of each system’s role as a helper relative to all fusion
combinations in which it participated. In addition, the underlying paradigm
of each helper system is indicated. The list is ranked based on the frequency
with which each system appears as a helper. We truncated the list to exclude
systems with a frequency below 50%, as these tend to have subpar performance
on average. Although bi-encoding algorithms dominate the ranking, three out
of four paradigms are represented in the top 5. SBERTmsmarco-distilbert-base-v3-dot
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Table 4.10: Ranking of the most frequent helper systems. Includes the
total count of the system as a helper system in all of its 48 fusions, the
percentage as a helper system in all of its 48 fusions and the paradigm
underlying the helper system.

Helper System # in Comb. % in Comb. Paradigma

SBERTmsmarco-distilbert-base-v3-dot 38 / 48 79.2 bi-encoder
DuoT5 Top-25 38 / 48 79.2 cross-encoder
DirichletLM 36 / 48 75.0 lexical
SBERTmulti-qa-MiniLM-L6-dot-v1 36 / 48 75.0 bi-encoder
ANCE Base Cosine 36 / 48 75.0 bi-encoder
ANCE Base Dot 34 / 48 70.8 bi-encoder
SBERTmsmarco-MiniLM-L6-cos-v5 34 / 48 70.8 bi-encoder
SBERTmulti-qa-MiniLM-L6-cos-v1 33 / 48 68.8 bi-encoder
SBERTmsmarco-MiniLM-L12-cos-v5 33 / 48 68.8 bi-encoder
MonoBERTSmall-MS-MARCO-10k 32 / 48 66.7 cross-encoder
SBERTmulti-qa-distilbert-dot-v1 32 / 48 66.7 bi-encoder
TASBmsmarco-distilbert-base-cos 31 / 48 64.6 bi-encoder
SBERTmsmarco-distilbert-base-v3-cos 30 / 48 62.5 bi-encoder
SBERTmsmarco-distilbert-cos-v5 30 / 48 62.5 bi-encoder
DFIC 27 / 48 56.2 lexical
DFIZ 26 / 48 54.2 lexical

stands out as the most effective bi-encoder, DuoT5 Top-25 as the most effective
cross-encoder and DirichletLM represents the most effective lexical algorithm.

In Figure 4.1, we extend our evaluation to include the effect sizes by which
the fusion score surpasses the individual system scores. Each helper system
is plotted on a coordinate plane: the x-axis reflects the effect size by which
the fusion surpasses the helper system’s performance, and the y-axis reflects
the median effect size by which the fusion improves upon the superior systems
in the pairings. Each dot on the plot represents an aggregated set of system
pairings featuring a distinct helper system. These dots are color-coded based
on the paradigm of the helper system and are sized proportionally to the
number of aggregated system pairs.

The insights from Figure 4.1 serve to visualize the findings presented in Ta-
ble 4.10. Specifically, bi-encoders appear to be more effective as helper systems
compared to lexical models. On average, they contribute more substantially
to enhancing the effect size by which fusions improve on their superior system
partners and are also more frequently observed in the role of a helper system.
In contrast, cross-encoders do not often participate as helper systems and when
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Figure 4.1: Effectiveness of helper systems when fused with superior sys-
tems, color-coded by their underlying paradigms. Each dot represents a
unique retrieval system, with its size proportional to the frequency of its
appearance as a helper system. The y-axis shows the median effect size
by which the fusion improved over the superior systems, while the x-axis
represents the effect size by which the fusion improved over the helper
system.

they do their impact is generally modest, with the exception of three cases.
Despite the generally weaker performance of lexical models, one specific lexical
system stands out as the most effective helper system across all paradigms.

In Tables A.1, A.2 and 4.11, the focus lies on the most effective helper
systems. The first two tables reports the optimal partner for each superior
system across all fusions (seperated into two tables for formatting issues). The
second table aggregates this data, listing the systems that most frequently
emerge as the optimal partner systems. It ranks them according to their
frequency and also includes the median effect size by which the fusion improves
on their superior system counterparts. In this analysis of the best helper
systems, only 11 unique systems are identified. Among these, bi-encoders are
still strongly represented. However, DirichletLM in particular stands out with
overwhelming frequency as the overall most effective partner. Moreover, it
consistently promotes a high median effect size by which its fusions outperform
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Table 4.11: Ranking of top-performing helper systems. includes their
frequency of being identified as the optimal helper, average Effect Size
enhancements by which fusions surpass the superior partner systems, and
paradigm category. (nDCG@10)

Best Helper System # Median Effect Size Paradigma

DirichletLM 22 0.171 lexical
SBERTmulti-qa-distilbert-cos-v1 6 0.140 bi-encoder
ANCE Base Dot 4 0.135 bi-encoder
IFB2 3 0.090 lexical
SBERTmulti-qa-mpnet-base-cos-v1 3 0.144 bi-encoder
SBERTmulti-qa-distilbert-dot-v1 3 0.145 bi-encoder
SBERTmsmarco-distilbert-base-v3-dot 2 0.214 bi-encoder
DuoT5 Top-25 2 0.182 cross-encoder
ANCE Base Cosine 1 0.131 bi-encoder
Hiemstra_LM 1 0.003 lexical
MonoBERTSmall-MS-MARCO-10k 1 0.183 cross-encoder

the participating superior systems.
Finally, we further evaluated the best helper systems at the paradigm level,

analyzing which helper systems support superior systems of a given paradigm
in successful fusions. In Figures 4.2 through 4.5, we evaluate helper systems
of all paradigms paired with superior systems of just one uniform paradigm.
Figure 4.2 focuses on helper systems paired with lexical models as the superior
systems. Figure 4.3 deals with bi-encoding models, Figure 4.4 with cross-
encoding models, and Figure 4.5 with the single late interaction model. These
plots present an overview of which paradigms are most effective at improving
the performance of superior systems that are uniformly from a given paradigm
within fusions.

To complement the visual data in the figures, Tables 4.12 through 4.15
present the aggregated data on the optimal helper systems within each
paradigm, sorted by how frequently they appear. These tables provide addi-
tional insights about the specific systems that have the most impact as helper
systems when fused with superior systems of the respective paradigms. The
aggregations suggests that lexical models benefit most when fused with bi-
encoding algorithms. Conversely, bi-encoders, cross-encoders, and the single
late interaction model generally show the most improvement when fused with
lexical approaches. Although fusions within the same paradigm often yield
successful results, their impact is typically marginal. This suggests that supe-
rior performance gains are more likely to be achieved by fusing systems from
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Figure 4.2: Effectiveness of helper systems when fused with superior lex-
ical systems. Details as in in Figure 4.1

different paradigms, possibly because systems within the same paradigm tend
to have overlapping strengths and weaknesses. Interestingly, DirichletLM, a
system generally considered to be rather low performing, emerges as the pre-
dominant choice for improving the performance of more sophisticated systems
across almost all paradigms. Statistically it far outperforms all other options
and often seems to be the most effective system to fuse with. Given its compu-
tational efficiency, DirichletLM appears to be a valuable asset in many cases for
improving the performance of high-end, complex systems through rank fusion.
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Table 4.12: Ranking of top-performing helper systems for lexical systems.
Details as in Table 4.11

Best Helper System # Median Effect Size Paradigma

SBERTmulti-qa-distilbert-cos-v1 6 0.140 bi-encoder
SBERTmulti-qa-distilbert-dot-v1 3 0.145 bi-encoder
ANCE Base Dot 3 0.140 bi-encoder
SBERTmulti-qa-mpnet-base-cos-v1 2 0.153 bi-encoder
ANCE Base Cosine 1 0.131 bi-encoder
SBERTmsmarco-distilbert-base-v3-dot 1 0.214 bi-encoder
IFB2 1 0.022 lexical
Hiemstra_LM 1 0.003 lexical
MonoBERTSmall-MS-MARCO-10k 1 0.183 cross-encoder

Table 4.13: Ranking of top-performing helper systems for bi-encoders.
Details as in Table 4.11

Best Helper System # Median Effect Size Paradigma

DirichletLM 12 0.206 lexical
DuoT5 Top-25 2 0.182 cross-encoder
IFB2 2 0.109 lexical

Table 4.14: Ranking of top-performing helper systems for cross-encoders.
Details as in Table 4.11

Best Helper System # Median Effect Size Paradigma

DirichletLM 9 0.120 lexical
SBERTmulti-qa-mpnet-base-cos-v1 1 0.111 bi-encoder
ANCE Base Dot 1 0.126 bi-encoder
SBERTmsmarco-distilbert-base-v3-dot 1 0.214 bi-encoder

Table 4.15: Ranking of top-performing helper systems for late-interaction
systems. Details as in Table 4.11

Best Helper System # Median Effect Size Paradigma

DirichletLM 1 0.176 lexical
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Figure 4.3: Effectiveness of helper systems when fused with superior bi-
encoder systems. Details as in in Figure 4.1
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Figure 4.4: Effectiveness of helper systems when fused with superior
cross-encoder systems. Details as in in Figure 4.1
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Figure 4.5: Effectiveness of helper systems when fused with superior late-
interaction systems. Details as in in Figure 4.1
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Chapter 5

Conclusion

In Chapter 3 I present how we integrate ir_datasets, PyTerrier, and ir_measures
with TIRA to form The Information Retrieval Experiment Platform, a frame-
work designed to facilitate replicability and encourage research aimed at gen-
eralization. By differentiating tasks and standardizing the input and output
for each component, while ensuring compatibility with PyTerrier interfaces,
we make both software and test collections interchangeable. TIRA’s archiv-
ing abilities, supported by Docker and self-contained Git repositories, enable
further post-hoc evaluations even beyond these frameworks. This makes ex-
periments not only reusable but also scalable. In Chapter 4, we make use of
TIREx’s capabilities to conduct three large-scale post-hoc experiments. These
experiments utilize data gathered from 50 retrieval systems across 31 test col-
lections that were initially integrated into TIREx. Our first evaluation provides
insights into the replicability of system preferences. We observe the prefer-
ences of all pairs of 50 retrieval systems on the Deep Learning Web Track
2019 and replicate them across 30 different test collections. We then com-
pared the results by measuring the Effect Ratio and the change in Relative
Improvement compared to the original combinations. These analyses report
insights into how system preferences differ on other test collections. We fur-
ther deployed 6 learning-to-rank pipelines constructed from the ClueWeb test
collections of 2009-2014. These pipelines were enhanced with features derived
from 43 of the 50 retrieval systems that were previously evaluated on TIREx
and could be seamlessly integrated into PyTerrier pipelines using TIREx’s
PyTerrier implementation. The resulting scores are compared with those on
TIRA’s complementary leaderboards, which are populated with results from
the initial evaluations of all retrieval systems. Finally, we evaluate all possible
fusions among 49 retrieval systems using Reciprocal Rank Fusion, comparing
their mean nDCG@10 scores from runs on 25 test collections. This analysis
offers statistical insights into the potential effectiveness of fusion techniques,

49



CHAPTER 5. CONCLUSION

specifically highlighting trends regarding how the underlying paradigms of the
systems influence the fusion’s performance. The clear preference for Dirich-
letLM as the statistically most effective fusion partner is the notable finding
with which this final study concludes.
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Table A.1: List of all evaluated systems that appeared as a superior sys-
tem and the optimal partner systems that improved their score the most
within a fusion (nDCG@10).
Note: Table continues in Table A.2 due to formatting constraints.

System (superior) Best Partner System Effect Size Paradigma

MonoT5 3b DirichletLM 0.056 lexical
MonoT5 Large DirichletLM 0.096 lexical
MonoBERTLarge-MS-MARCO-10k DirichletLM 0.096 lexical
MonoBERT Base DirichletLM 0.133 lexical
MonoT5 Base DirichletLM 0.137 lexical
MonoBERTLarge-Finetune-Only DirichletLM 0.116 lexical
MonoBERT Large DirichletLM 0.120 lexical
DuoT53b-ms-marco Top-25 SBERTmulti-qa-mpnet-base-cos-v1 0.111 bi-encoder
InB2 SBERTmulti-qa-mpnet-base-cos-v1 0.144 bi-encoder
XSqrA_M SBERTmulti-qa-mpnet-base-cos-v1 0.162 bi-encoder
MonoBERT Small DirichletLM 0.151 lexical
SBERTmsmarco-bert-base-dot-v5 DirichletLM 0.149 lexical
SBERTmulti-qa-mpnet-base-cos-v1 DirichletLM 0.166 lexical
In_expB2 SBERTmulti-qa-distilbert-cos-v1 0.140 bi-encoder
In_expC2 SBERTmulti-qa-distilbert-cos-v1 0.135 bi-encoder
InL2 SBERTmulti-qa-distilbert-cos-v1 0.140 bi-encoder
TF_IDF SBERTmulti-qa-distilbert-cos-v1 0.143 bi-encoder
DPH SBERTmulti-qa-distilbert-cos-v1 0.141 bi-encoder
DuoT5base-10k-ms-marco Top-25 ANCE Base Dot 0.126 bi-encoder
LGD SBERTmulti-qa-distilbert-cos-v1 0.158 bi-encoder
SBERTmsmarco-distilbert-dot-v5 DirichletLM 0.165 lexical
SBERTmulti-qa-distilbert-cos-v1 DirichletLM 0.178 lexical
Js_KLs ANCE Base Dot 0.131 bi-encoder
TASBmsmarco-distilbert-base-dot DirichletLM 0.201 lexical
ColBERT DirichletLM 0.176 lexical
BM25 SBERTmulti-qa-distilbert-dot-v1 0.145 bi-encoder
DFR_BM25 SBERTmulti-qa-distilbert-dot-v1 0.144 bi-encoder
DFReeKLIM ANCE Base Cosine 0.131 bi-encoder
DFRee ANCE Base Dot 0.140 bi-encoder
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Table A.2: Table A.1 (Continued)

System (superior) Best Partner System Effect Size Paradigma

DFIZ ANCE Base Dot 0.193 bi-encoder
DFIC SBERTmulti-qa-distilbert-dot-v1 0.192 bi-encoder
SBERTmsmarco-distilbert-base-v3-cos DirichletLM 0.197 lexical
PL2 MonoBERTSmall-MS-MARCO-10k 0.183 cross-encoder
SBERTmulti-qa-distilbert-dot-v1 DirichletLM 0.241 lexical
SBERTmsmarco-MiniLM-L12-cos-v5 DirichletLM 0.210 lexical
ANCE Base Dot DirichletLM 0.252 lexical
ANCE Base Cosine DirichletLM 0.246 lexical
SBERTmulti-qa-MiniLM-L6-cos-v1 DirichletLM 0.242 lexical
MonoBERTSmall-MS-MARCO-10k DirichletLM 0.264 lexical
SBERTmulti-qa-MiniLM-L6-dot-v1 DirichletLM 0.251 lexical
DirichletLM SBERTmsmarco-distilbert-base-v3-dot 0.214 bi-encoder
SBERTmsmarco-distilbert-cos-v5 DuoT5 Top-25 0.183 cross-encoder
SBERTmsmarco-MiniLM-L6-cos-v5 DuoT5 Top-25 0.182 cross-encoder
DuoT5 Top-25 SBERTmsmarco-distilbert-base-v3-dot 0.214 bi-encoder
SBERTmsmarco-distilbert-base-v3-dot IFB2 0.128 lexical
TASBmsmarco-distilbert-base-cos IFB2 0.090 lexical
DLH IFB2 0.022 lexical
IFB2 Hiemstra_LM 0.003 lexical
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