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Abstract

The usability of search engines is heavily influenced by the quality of the rank-
ing and the time needed to form the ranking. Therefore, learning-to-rank
models have to be both efficient and effective. Especially transformer mod-
els trade effectiveness with efficiency. Pointwise transformer models are faster
but not as effective as pairwise transformers. ListNet shows the potential of
listwise approaches to be more effective than pairwise models. We want to
use the potential and propose the first single-stage listwise transformer named
Listformer. Listformer uses a global-local attention mechanism to reduce mem-
ory requirements. Our global-local attention Thus, Listformer can process a
ranking of more than 20 documents without truncation in a single stage. We
fine-tune Listformer on the TripClick click-log dataset using the ApproxNDCG
loss. Experiments evaluating Listformer’s effectiveness using the TripClick IR
Benchmark show that Listformer is not as effective as our BM25 baseline yet.
In exchange, for reranking 100 documents, the Listformer is slower than point-
wise BERT but faster than pairwise BERT.
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Chapter 1

Introduction

The ranking of documents in a search engine is crucial for usability. Users
expect the most relevant documents to be presented in the first spots of the
search results list. To model the relevance of a document to a query, diverse
approaches have been proposed, e.g., term-weighting functions like BM25 [27]
or learning to rank (LTR) models like RankNet [9] or ListNet [10]. Recent
approaches to learning to rank often use a two-stage approach by first retriev-
ing documents using a term-weighting function before reranking the retrieved
documents using an LTR model [4, 7]. This done because search engines are
expected to be fast and most LTR models are too slow to gather a ranking from
the index directly. Three types of LTR approaches exist: pointwise, pairwise,
and listwise [21].

Pointwse LTR models estimate the relevance score of a document to a
query independently of other documents. In contrast, in pairwise models the
relevance scores of the documents are estimated by comparing the documents
in pairs. RankNet [9] has shown that pairwise models have a higher effective-
ness than pointwise models. The document comparisons enrich the process
of relevance prediction in pairwise LTR by allowing the model to combine
information of multiple documents. We call this exchanged information inter-
document information.

Listwise LTR approaches follow the intuition of creating a ranking directly
from the list of search results, instead of processing the list in single or pairs of
documents. The listwise LTR model ListNet [10] strengthens our assumption
that inter-document information benefits LTR by having a higher effectiveness
than RankNet.

In recent learning to rank approaches, transformer models were used for
pointwise or pairwise learning to rank [23, 12], because of their exceptional
language-modeling capabilities [14]. The reason transformer models have not
widely and effectively been used for listwise learning to rank is their memory
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CHAPTER 1. INTRODUCTION

requirements. The self-attention mechanism of transformers builds an atten-
tion score matrix quadratically increasing in size with the size of the input
sequence [30]. This makes transformer models impractical to use for listwise
reranking. The reranking of a list of documents needs large input sequences
containing all documents from the list. To use e.g. BERT for listwise LTR
with just 10 documents, one would need to either truncate the documents to
around 50 tokens or need to train and predict on a GPU cluster.

We tackled the problem of quadratic memory requirements using a sparse
self-attention mechanism similar to that in the Longformer transformer model
[6]. The sparse self-attention brings the quadratic memory requirements of full
self-attention down to linear memory requirements. Our sparse self-attention
is a specialized global-local attention. Each class and separator token, and each
query token are global tokens. Thus, they can attend to every other token and
every token attend to them. The tokens from a document on the other hand,
are local tokens and can only attend to tokens from the same document and
to all global tokens. The intuition behind our global-local attention, is that a
seperator token following the document’s tokens is used to build a representa-
tion of the document using the documents inner information in combination
of the inter-document information obtained from the other seperator tokens’
document representations. With the reduction of the memory limitations, we
can up-scale the input size and thus can include more documents to build a
listwise LTR transformer model we named Listformer.

The other problem we tackle is the lack of order-invariance in pairwise LTR
transformer models, meaning the order of documents in the input influences the
relevance prediction [22], which leads to pairwise models predicting either di or
dj as more relevant when processing the input of a document pair (di, dj). Since
order-invariance is a key axiom of reranking, pairwise models like DuoBERT
[22] or DuoT5 [23] are called on all permutions of document pairs (di, dj) with
i ̸= j. We designed our model, especially the positional embeddings and the
global-local attention, to be order-invariant. The order-invarince eliminates
the bias given by the position of the document in the input. Thus, our model
estimates the relevance scores of the documents based on the inter-document
information rather than their position in the input.

We hypothesize that the Listformer model performs better than pairwise
and pointwise models because of the language-modeling capabilities of trans-
formers combined with the inter-document information, and the order-invariance
included in the training of the listwise LTR model. To prove our hypothesis,
we run experiments on the TripClick benchmark [15, 26]. We futher hypothe-
size, that Listformer is faster than pairwise transformer with the same number
of layers. We evaluate this hypothesis by comparing the reranking time of
Listformer with those of pointwise and pairwise BERT models. The rest of
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CHAPTER 1. INTRODUCTION

the thesis is structured as follows.
We briefly overview related work in Chapter 2. In Chapter 3, we propose

the Listformer model before describing the loss function and the dataset we
used. The experiments, the results, and the discussion of the results are given
in Chapter 4 before a conclusion is drawn, and future work is described in
Chapter 5.
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Chapter 2

Related Work

We first give an overview of existing listwise LTR models before outlining
low-memory-footprint self-attention mechanisms and models. Our work is a
combination of the listwise LTR approach and global-local attention.

Listwise Learning To Rank Mitra and Craswell describe listwise LTR as
models that optimize a rank-based metric directly, rather than reducing the
ranking problem to pairs of documents or single documents as in pairwise or
pointwise approaches [21]. One of the first listwise methods was ListNet by
Cao et al. [10]. ListNet’s loss function is based on two newly introduced proba-
bilistic functions: permutation probability and top-k probability. Permutation
probability represents the likelihood of a ranking over all possible rankings.
Since the number of possible rankings is of order O(n!), the time complexity
of permutation probability is too high, thus permutation probability is con-
sidered impractical. For a more practical approach, the authors introduced
top-k probability. Top-k probability represents the probability that k docu-
ments are ranked in the top-k positions. There are n!

(n−k)!
rankings having the

top-k documents in the top-k positions, which makes the top-k probability
more usable. The top-k probability is used to form two probability distribu-
tions, one with the predicted ranking and one with the ranking obtained from
the ground truth. The loss function is formed by applying a metric between
the probability distributions, e.g., cross-entropy. ListNet shows the possibili-
ties and challenges of listwise LTR, e.g. forming a loss function that outputs a
reasonable loss for any possible ranking while having bearable time complexity.

Besides ListNet, several other listwise loss functions have been proposed,
e.g., RankCosine, which represents the predicted ranking list and the ground-
truth ranking list as vectors and forms a loss by applying a cosine loss function
between the vectors [25]. Bruch et al. introduced ApproxNDCG [8], a loss
function designed to represent the NDCG. It overcomes non-differentiabilty
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CHAPTER 2. RELATED WORK

of NDCG. NDCG is the computed using the DCG of the predicted ranking
and the ideal DCG of the ranking. In order to compute the DCG, the rank
of each document di with relevance score ri needs to be determined. The
rank of a document is assessed using the identity function Iri>rj . The identity
function is 1 when ri > rj and 0 else, and therefore is non-differentiable. The
authors used an approximation by replacing the I with the sigmoid function:
Iri<rj ≈ σ(ri − rj). We use this loss for our listwise LTR model, because we
can optimize directly on the measure we later evaluate with.

In recent listwise LTR approaches, neural networks were used, e.g., DLCM,
the group scoring function model proposed by Ai et al. [1, 2], transformer
models like TABLE by Sun et al. [29] or ListBERT by Kumar and Sarkar [17].
The group scoring function is a 3-layer feed-forward neural network that does
not compute relevance scores over all search results, but computes them in
fixed-sized groups of search results. For example, a group size of one would
form a pointwise and a group size of two a pairwise model. In order to predict
the relevance of each document in the list, all permutations of the fixed group
size would have to be computed using the group function. The usage of all
permutations has a too high time-complexity. This problem is tackled using
Monte Carlo methods, which brings the computational complexity down to
O(mn), making the model more practical. The group scoring function performs
better than RankNet and LambdaMART.

The aforementioned TABLE [29] is trained in two stages. Firstly the un-
derlying BERT model undergoes a type-adaptive pointwise fine-tuning phase,
before a listwise loss is used for the second stage. The listwise second stage
is done by predicting unnormalized relevance scores for n positive and m neg-
ative documents for each query. The resulting unnormalized relevance scores
are used to compute normalized relevance scores for each positive document.
Thus, the ith positive document’s relevance score can be computed using the
following formula:

score+i =
r+i∑n

k=0 r
+
k +

∑m
l=0 r

−
l

The scores are then used to form the loss:

L =
−
∑n

i=0 log(score
+
i )

n

TABLE performs better than the pairwise model DuoBERT [22] on the
MS MARCO dataset. The authors show in experiments that the main contri-
bution to the model’s performance is the type-adaptive fine-tuning phase. We
hypothesize that a listwise model could reach higher performance by inputting
all documents in one call rather than collecting the scores of each document
independently. Our hypothesis is based on the assumption that a model can

5



CHAPTER 2. RELATED WORK

learn from inter-document information when all documents can be seen in the
prediction of the relevance score and not only in one linear layer.

Sparse Self-Attention Mechanisms The self-attention mechanism is the
core mechanism of transformer models [30] by enabling the model to construct
a contextualized token representation based on all input tokens.

The key and query vectors are multiplied to produce an attention score
matrix of size n2, which limits the input size. Therefore, most models restrict
the input size to 512 tokens [14, 19]. To input larger sequences, self-attention
with lower memory requirements would be needed. Approaches to tackling
this problem are lightweight convolutions as attention replacements [31] or re-
current [13], hierarchical [32], compressed [18], or sparse attention mechanisms
[3, 6, 11]. In a sparse attention mechanism, a token does not attend to all
tokens but to a subset of tokens. With an input sequence of size n a sparse
attention mechanism, where each token attends only to m tokens, the atten-
tion mechanism has a space complexity of O(nm). When m is fixed, the size
of the attention matrix increases linearly with the input size. For example,
in the Sparse Transformer, an image generation model, pixels attend to pixels
from the same row or column in the image. Thus, the space complexity of the
sparse attention applied to an image with n pixels is O(n

√
n).

An even lower space complexity is obtained with the ETC (extended trans-
former construction) architecture by Ainslie et al. by using local-global-attention
[3]. The architecture splits the input into a global input of size ng and a long
input of size nl. The intuition behind the global input is that all tokens from
the global and long input attend to the global input, and the global input
attends to all tokens from the long and the global input. The long input to-
kens can only attend to a subset of long input tokens, but all input tokens
in the global input. With global and local attention combined, linear space
complexity is reached while retaining information on all tokens.

In more detail, the global-local attention is split into four pieces: global-to-
global (G2G), global-to-local (G2L), local-to-global (L2G) and local-to-local
(L2L). G2G is the part of the attention where each global input token attending
to all global input token, G2L where each global input token attends to all long
input tokens, and L2G where each long input token attends to all global input
tokens, respectively. On the other hand, L2L is the part of attention where
each long input token only attends to a subset of long input tokens. The
attention of the global sequence is computed using G2G and G2L, and the
attention of the local attention using L2L and L2G, respectively.

A very similar mechanism is used by the Longformer by Beltagy et al. [6].
The main difference is that the Longformer’s inputs are an input sequence and
an attention mask. The attention mask defines which tokens in the input are
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considered global and which are local. According to the global-local specifica-
tions by [6], global tokens attend to all other tokens while local tokens attend
to tokens within an attention window on the tokens and to all global tokens.
The flexibility of the global-local attention in the Longformer allows encoding
task-specific structures in the attention mask. We use the Longformer ap-
proach to global-local attention in our model and encode a list structure in
the attention mask. We further adapt the local-to-local piece to the task of
listwise LTR, as described in Chapter 3.

7



Chapter 3

Methods

In this chapter, we describe how we designed our model for listwise LTR while
keeping order-invariance, to eliminate the bias given by a documents position.
Therefore, we formally describe the task of listwise relevance prediction and
our model’s input. Then we explain the global-local attention mechanism we
use. Especially, we show how we adapted our listwise LTR model to be order-
invariant by explianing the document-wise local attention and document-wise
positional embeddings. To fine-tune our model, we use the TripClick dataset
and the ApproxNDCG loss function, both being described in the following
sections.

Input Formulation We define a set of queries Q := {q1, q2, ..., qn} and a
result set of documents per query Di := {di,1, di,2, ..., di,m}, qi ∈ Q. The
sequence of tokens of query qi ∈ Q are denoted as q′i, similarly the sequence
of tokens of a document di,j ∈ Di is denoted as d′i,j. With this notation, the
input of our listwise model has the form:

<CLS>q′i<SEP>d′i,1<SEP>d′i,2<SEP>...<SEP>d′i,l<SEP>

where l ≤ m is a parameter determining the number of documents passed to
the model, CLS is the class token, and each SEP token is a seperator token.

The task of listwise relevance prediction is to predict a list of relevance
scores ri,j, . . . , ri,l for a query qi ∈ Q with input documents di,1, . . . , di,l. The
predicted relevance scores can then be used to form the ranking of the docu-
ments. With the formulation of the input and the task of listwise relevance
prediction, we can describe how we designed our listwise LTR model.
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CHAPTER 3. METHODS

Figure 3.1: This figure shows the difference in the attention patterns of the List-
former and the Longformer model by Beltagy et al.. We use blue for tokens used in
the global attention, while green tokens are used for local attention. The attention
patterns show which tokens a token attends to. In both the listwise LTR trans-
former and the Longformer, all global tokens attend to all tokens. The differences
lie in the local attention. We perform a document-wise local attention, where each
token attends to tokens within an attention window of fixed size; therefore, in the
Listformer, the last and first tokens of document do not attend to the last tokens of
the previous, or the first tokens of the following documents.

3.1 Listformer
Our novel listwise LTR transformer model Listformer is the first model to use
a single-stage approach for listwise relevance prediction. We tackle the prob-
lem of quadratic space complexity of self-attention in the original Transformer
model by using a modified global-local attention mechanism. Further, we
design our model to be order-invariant. Order-invariance means, that the rel-
evance score of a document is computed purely on inner-, and inter-document
information rather than on the documents position within the input. We en-
sure order-invariance, by designing the global-local attention mechanism to
use a document-wise local attention, applying the local attention to each doc-
ument individually rather than on the whole sequence. Another contribution
to our listwise models order-invariance are the positional embeddings being
document-wise, too. We describe our global-local attention and positional
embeddings in more detail in the next paragraphs.

9



CHAPTER 3. METHODS

Figure 3.2: The figure depicts the document-wise global-local attention mecha-
nism. Keys, queries and values are acquired from the hidden states of the previous
transformer layer. The Listformer has two attention mechanisms, firstly the global
attention, which computes a self attention over all global tokens, and the local at-
tention. To perform the local attention, the keys and queries are devided in l + 1
splits, one for the query and l for the l documents passed to the model. We then
perform the local attetnion on each split individually, before collecting the resulting
attention scores from the local and global attention to concatenate them reobtain-
ing the sequence-wise representation. We use the sequence-wise attention scores for
multiplication with the values to obtain the attention result.

Global-Local Attention In the Longformer’s local attention, tokens attend
to tokens within a range around the token. Since we simply concatenate the
input documents and seperate them using a SEP token, the last tokens of doc-
ument di,j would attend to the first tokens of document di,j+1. The document-
overlapping local attention encodes an order between the documents, which
contradicts the model’s order-invariance. Therefore, we cut the overlaps so
that the local attention is performed per document rather than sequence, as
depicted in figure 3.1. In detail, we split the sequence-wise key and query vec-
tors into document-wise key and query vectors for documents. Then a sliding
attention window over the tokens of each document is used to compute the
attention scores. The document-wise local attention scores then are concate-
nated to sequence-wise local attention scores. The global attention scores are
computed by key vectors of all tokens, and the query vectors of the global
tokens. The global and local attention gets concatenated and multiplied with

10



CHAPTER 3. METHODS

the value vectors. The process is depicted in Figure 3.2.

Positional Embeddings Another contribution to the order-invariance of
our model are the positional embeddings. Positional embeddings encode the or-
der of tokens in the input. When dealing with a single document, the straight-
foreward approach would be to assign each token its position, which is later
used to produce a positional embedding. If we count up the position from the
start of the input sequence to the end, we encode an order of documents, be-
cause the tokens of di,j+1 have higher positions than tokens of di,j. Therefore,
we assign positions to each document’s tokens independently. More precisely,
each document’s tokens’ positions start at 0 and are counted up to the next
seperator token.

Relevance Prediction To predict the relevance scores the last hidden states
corresponding to the seperator token after each document are gathered, e.g., in
the input <CLS>q′i<SEP>d′i,1<SEP>d′i,2<SEP>. . .<SEP>d′i,l<SEP> the
underlined tokens will be used to gather their last hidden states. We denote
those last hidden states as s1, s2, ..., sl where sj corresponds to the jth seperator
token. Relevance scores are predicted from s1, . . . , sl, where W is a hidden layer
projecting the output hidden states to a single value:

rj = W · sj + b

3.2 Approximated NDCG Loss
The ApproxNDCG loss proposed by Bruch et al. [8] is designed to tackle the
problem of the non-differentiability of the indicator function I used in the
NDCG ranking metric. In more detail, the NDCG is formulated as follows:

NDCG(πf ,y) =
DCG(πf ,y)

DCG(π∗,y)

Where y is a list of relevance labels in descending order, π∗ is a list of the
numbers 1 to l in ascending order, and πf is a permutation of π∗. More
precisely, πf is sorted for their predicted relevance scores r1, . . . , rl by model
f . The DCG is formulated as

DCG(π,y) =
n∑

i=0

2yi − 1

log(π(i) + 1)

In order to obtain πf , the indicator function Is<t is used. The indicator function
is 1 when s > t and 0 else. The ith position in the ranking πf is thus formed
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CHAPTER 3. METHODS

Table 3.1: Statistics of the TripClick dataset.

Number of user interactions 5, 272, 064
Number of sessions 1, 602, 648
Number of unique queries 1, 647, 749
Number of retrieved documents 2, 347, 977

by:

πf (i) = 1 +
l∑

i ̸=j

Iri<rj

Qin et al. approximated I using the sigmoid function σ [24]: Is<t ≈ σ(s − t).
Thus the approximated rank of the ith document in a list of l documents with
relevance scores r1, . . . , rl is:

π̃f (i) = approxRank(i) =
l∑

i ̸=j

σ(ri − rj)

From the approxRank function, an approxRanks function can be derived, tak-
ing in a list of relevance scores and computing the approximated rank of the
relevance scores in a list.

π̃f = approxRanks(r1, . . . , rl)

Now, to produce a loss function with the NDCG with the rank approximation,
the NDCG needs to be negated to create a minimization problem Bruch et al..
This is done by multiplying with −1 to obtain the ApproxNDCG Loss:

L(x,y) = −NDCG(approxRanks(x),y)

where x is the predicted list of relevance scores.

3.3 Dataset
In order to fine-tune and evaluate our model, we use the TripClick dataset, a
click log dataset collected from the bio-medical search engine Trip database.
TripClick wast introduced by Rekabsaz et al., it consists of around 700, 000
queries, and 1.3 milion query-document relevance labels collected from 5.2
million user interactions [26]. More statistics are shown in Table 3.1.

The click logs contain user sessions consisting of queries entered by the user
and the documents clicked, and retrieved per query. Rekabsaz et al. extracted
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the queries and divided them into three splits for their frequency in the click
logs: head queries, with a frequency higher than 44; torso queries, with a
frequency between 6 and 44; and tail queries, with a frequency lower than 6.
The frequencies are selected, so the head queries make up around 20%, the
torso queries around 30%, and the tail queries around 50% of all queries. The
splits are divided into train, test, and validation sets.

We construct samples to a query by firstly, retrieving document candidates
using the pyterrier search engine [20] and BM25 [27]. Each candidate then gets
annotated with a score according to a click model. Like Rekabsaz et al., we
used DCTR for head queries and RAW for torso and tail queries. DCTR
classifies a document’s relevance into four classes using their relative click
frequency. The relative click frequency of a document di,j to a query qi is
defined by rci,j =

ci,j
ci

, where ci,j is the number of times di,j was clicked when qi
was entered and ci is the number of times any document was clicked. DCTR
assigns a relevance label to a document di,j as following: 0, when rci,j = 0,
1 when 0 < rci,j ≤ 0.04, 2 when 0.04 < rci,j ≤ 0.3 and 3 else. Since the
documents retrieved for torso and tail queries were not clicked as often as for
head queries, the binary RAW click model is more fitting. RAW assigns a
relvance label of 1, when a document was click, and 0 else.

We annotate the documents using the described click models and sample
from these annotated results lists using two parameters, the number of docu-
ments passed to the model l > 0 and a positive part in the sample 0 < p ≤ 1.
The positive part specifies the part of all documents passed to the model hav-
ing relevance labels higher than 0. In other words, a positive part of p would
produce a sample consisting of p · l (relevant) documents with relevance > 0
and (1− p) · l (non-relevant) documents with a relevance label of 0.

We then shuffle the sampled documents. Having a query qi, relevant, and
non-relevant documents di,1, . . . , di,l, we tokenize them to get the query tokens
q′i and the document tokens d′i,1, . . . , d′i,l. We can then form the model input by
concatenating the query’s and documents’ tokens. Furthermore, we build an
attention mask defining the type of attention per token. The attention mask
entry for a token is 0 when no attention should be used, 1 when local attention
should be used, and 2 if global attention should be used. Thus, a sample
consists of the model input, the attention mask, and the relevance labels to
the sampled documents in descending order.

We use this dataset, because of the rankings being deeply judged, e.g., the
head queries have an average of 46.2 non-zero relevance judgements per query.
The high number of judgements benefits the training of the Listformer, since
we can train on samples having 20 or more documents with non-zero relevance
labels.

13



Chapter 4

Experiments

In this chapter, we describe benchmarks proposed on TripClick dataset before
explaining which experiments we set up to test the Listformer’s effectiveness
on the TripClick IR Benchmark. For the efficiency of Listformer, we test using
BERT-based pointwise and pairwise rerankers as baselines for our experiments.
We propose different configurations for these experiments. We then show and
discuss the results of our experiments.

Benchmarks Different benchmarks have been introduced on the TripClick
dataset so far. Rekabsaz et al. set up baselines using BM25 and machine
learning models, e.g., KNRM (kernel-based neural ranking model), and MP
(match pyramid). The authors used a negative sampling strategy, where all
non-clicked documents are considered non-relevant. This strategy will likely
produce false negative samples because relevant documents in the first few
positions in the search results may not have been clicked.

Hofstätter et al. uses a more sophisticated negative sampling strategy by
considering non-clicked search results with a low BM25 score for negative sam-
pling. The authors used this strategy to train BERT-style transformer mod-
els to establish a benchmark on TripClick. In more detail, the authors used
pre-trained models, e.g. SciBERT [5], DistilBERT [28], or Colbert [16], and
fine-tuned them on the head, torso, and tail splits, individually.

We use the TripClick benchmark by [15] to evaluate the Listformer since the
BERT-style transformers are more comparable to our listwise LTR transformer
than the models used by Rekabsaz et al..

To create a benchmark for efficiency, we used the task of reranking 100
documents and measured the time used for reranking. The benchmark model
we use is BERT [14] for pointwise and pairwise reranking. We measure how
much time BERT needs to predict relevance scores for the documents in a
pointwise and in a pairwise manner. For the pointwise BERT, we simulate

14



CHAPTER 4. EXPERIMENTS

pointwise reranking by passing 100 inputs, each consisting of 512 random to-
kens to BERT. The reranking time starts when the first input is passed and
ends when all 100 inputs are processed. We approximate the reranking time
needed to rerank the documents using pairwise BERT by taking pointwise
BERT’s reranking time. Since pairwise BERT is called n(n − 1) times for a
list of n documents, and we know how much reranking time BERT needs to
process n inputs, we can approximate the reranking time of pairwise BERT
by tpointwise(n) · (n− 1), where tpointwise(n) is pointwise BERT’s reranking time
for n documents.

4.1 Configurations
In this section, we explain how we fine-tune our model before describing the
different model settings we experimented with.

Fine-Tuning We use a pre-trained Longformer model1 as bases to fine-tune
our model. The fine-tuning is done using the train split of the head queries.
We sample these queries as described in section 3.3. The model inputs of
a sample are passed to our listwise LTR model to predict relevance scores.
The ApproxNDCG loss is computed from the predicted scores and the labels
before gradient descent is used to optimize the model. To fine-tune our model
with different configurations, we trained for 5, 000 steps with a learning rate
of 1 · e−5, a warm-up of 100 steps, and a weight-decay of 0.01. For the local
attention we used an attention window of size 512. We trained with a batch
size of 4 samples on 4 Nvidia V100 GPUs having 40 GB of memory each.

Experimental Setup To evaluate the effectiveness of the Listformer, we
used the fine-tuned configurations to rerank the first 100 documents retrieved
by BM25. This is done by building an input out of the query and the 100
top-documents and passing it to the model to rerank the documents for the
predicted relevance scores.

We build a single input for the efficiency benchmark by concatenating a
query and 100 documents separated by SEP tokens. The query and the doc-
uments consist of 512 random tokens each. The input is passed to the List-
former. The time needed for reranking starts when the input is passed and
ends when the relevance predictions are received.

1https://huggingface.co/allenai/longformer-base-4096
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CHAPTER 4. EXPERIMENTS

Table 4.1: Listed are the different configurations we experimented with. We exper-
imented with a base configuration of 20 documents and a positive part of 0.5 and
derived a configuration with 40 documents and 50% positive documents. Due to the
poor effectiveness of both configurations, we did not build further configurations.

Configuration Number of Documents Positive Part

Listformer(20,0.5) 20 0.5

Listformer(40,0.5) 40 0.5

Model Settings In our listwise LTR model, we can configure the number of
documents per sample and the positive part in a sample. Our base configura-
tion uses 20 documents per sample with 50% of them being positive. Derived
from this configuration we set up configurations with a higher number of doc-
uments. Due to the poor performance of our base configuration, we did not
experiment with the number of documents or the positive part further.

We listed the configurations in Table 4.1.

4.2 Results
The results of our experiments for effectiveness show, that all Listformer con-
figurations have a much lower effectiveness than the BM25 baseline and is
far behind other transformer models. This suggests that Listformer has ma-
jor issues creating a ranking. We suspect that we either made mistakes in the
implementation of the Listformer, or in the design of the global-local attention.

The results of our efficiency experiment proof the hypothesis, that List-
former has a higher efficiency than pairwise transformer models using a sim-
ilar number of layers. We further see that pointwise BERT is much faster,
suggesting that Listformer’s efficiency can be further optimized.

Our results for experiment on effectiveness is shown in Table 4.2, and the
results for the efficiency experiment in Table 4.3.
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CHAPTER 4. EXPERIMENTS

Table 4.2: Experimental results on of the TripClick IR Benchmark. We used NDCG
scores at ranks 5, 10, 20, and 100 to evaluate the effectiveness of the Listformer. The
NDCG scores of BM25benchmark and BERTCAT were taken from the TripCLick IR
Benchmark.

Model Name NDCG@5 NDCG@10 NDCG@20 NDCG@100

Head (DCTR)

Listformer(20,0.5) 0.086 0.102 0.146 0.236
Listformer(40,0.5) 0.089 0.104 0.147 0.245
BM25pyterrier 0.123 0.139 0.167 0.256
BM25benchmark - 0.140 - -
BERTCAT - 0.303 - -

Head (RAW)

Listformer(20,0.5) 0.111 0.110 0.119 0.255
Listformer(40,0.5) 0.110 0.110 0.120 0.253
BM25pyterrier 0.199 0.197 0.209 0.307
BM25benchmark - 0.199 - -
BERTCAT - 0.409 - -

Torso (RAW)

Listformer(20,0.5) 0.042 0.054 0.084 0.226
Listformer(40,0.5) 0.040 0.056 0.080 0.223
BM25pyterrier 0.183 0.210 0.253 0.338
BM25benchmark - 0.206 - -
BERTCAT - 0.370 - -

Tail (RAW)

Listformer(20,0.5) 0.026 0.038 0.057 0.172
Listformer(40,0.5) 0.025 0.041 0.062 0.181
BM25pyterrier 0.234 0.269 0.301 0.348
BM25benchmark - 0.267 - -
BERTCAT - 0.420 - -

Table 4.3: Efficiency of the Listformer in comparison to a pointwise and a pairwise
BERT, where each model is used to predict relevance scores of 100 documents to a
query.

Model Name time in s

Listformer 8.32
BERT(pointwise) 0.13
BERT(pairwise) 12.57
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Chapter 5

Conclusion

We propose a listwise transformer model named Listformer. Listformer uses a
global-local attention, similar to the attention used in the Longformer model
[6]. The global-local attention mechanism decreases the otherwise quadratic
memory requirements of self-attention used in the original transformer [30]
to linear memory requirements. The lower memory requirements open the
possibility of single-stage listwise LTR, since the input length can be higher
than the restrictions used in common transformer model. Hence, whole lists of
search results can be passed in the model. We designed our model to be order-
invariant, meaning the oder of the documents in the input does not affect
the relevance prediction. The order-invariance removes the bias given by a
documents position in the input.

We fine-tuned our model on the bio-medical domain using the TripClick
dataset and evaluated the Listformer on the TripClick IR Benchmark for its ef-
fectiveness. The results show that the Listformer has a lower effectiveness than
the BM25 baseline. Further, we evaluated the Listformer’s efficiency by com-
paring the reranking time of Listformer with those of pointwise and pairwise
BERT models. We found out, that Listformer is faster than pairwise BERT
and slower than pointwise BERT. Which shows that listwise transformer mod-
els can make use of inter-document information while having a lower runtime
than pairwise models.

Future Work The next steps will be to fix our model to get reasonable
results. When we have model with a decent performance we will create more
configurations for experiments. For example, we can experiment with the
attention window size or with different global-local attention mechanisms.

In order to reach higher efficiency, we want to train a distilled version of
the Listformer.
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