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Abstract

The modern industrial sector struggles with extracting actionable insights from
vast, heterogeneous technical documentation encompassing multilingual texts,
structured tables, and technical diagrams. This thesis addresses these chal-
lenges by leveraging Retrieval-Augmented Generation (RAG), a hybrid Al
methodology that integrates advanced retrieval mechanisms with Large Lan-
guage Models (LLMs) for dynamic, contextually accurate information gen-
eration. Collaborating with Dieffenbacher GmbH, we developed and evalu-
ated a RAG system using a dataset of 423 industrial documents, overcoming
significant obstacles such as unstructured data formats and multilingual re-
quirements. Employing state-of-the-art tools like the Llamalndex framework
and cutting-edge multilingual embedding models, this study presents inno-
vative techniques for data extraction and domain-specific retrieval. A dual-
phase evaluation process incorporating automated metrics and expert valida-
tion demonstrates the system’s potential to advance industrial workflows by
improving decision-making and operational efficiency.
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Chapter 1

Introduction

In today’s data driven industries, efficiently accessing actionable insights from
vast repositories of technical documentation, ranging from multilingual man-
uals to structured tables and technical diagrams, is critical to maintaining
operational excellence. Traditional retrieval systems relying on static keyword
matching often yield irrelevant or incomplete results, leading to inefficiencies,
delays, and costly errors. Standalone large language models (LLMs), though
advanced, are constrained by static knowledge bases and struggle with the
complexity of industrial data, including multilingual, unstructured data and
structured data. These limitations underscore the need for innovative solutions
that dynamically integrate retrieval and generation capabilities.

Retrieval Augmented Generation (RAG) bridges this gap by combining ad-
vanced retrieval techniques with LLMs, enabling real time access to accurate,
contextually relevant information. This hybrid approach mitigates issues like
hallucinations and outdated knowledge, optimizing workflows and improving
decision making in industrial contexts. By addressing the unique challenges of
unstructured, multilingual, and context data, RAG holds immense potential to
revolutionize information management in industrial applications. This chapter
introduces the concept of RAG, and lays the foundation for discussing its sys-
tem architecture and implementation. This research not only contributes to
the field of Al-assisted documentation systems but also sets the stage for a new
paradigm in optimizing industrial workflows and decision-making processes.

1.1 Retrieval-Augmented Generation (RAG)

In recent years, the integration of retrieval systems with generative models
has been a focal point in Al research, addressing the limitations of large pre-
trained language models in handling knowledge-intensive tasks. Lewis et al.
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[2020] introduced Retrieval-Augmented Generation (RAG), a hybrid method
that bridges retrieval and generation by combining stored knowledge with a
smart search engine capable of accessing extensive and up-to-date external
knowledge sources. This approach enhances performance on tasks requiring
factual accuracy responses, achieving good results in open-domain question
answering.

Modern RAG has further evolved into a method that significantly improves
response generation by integrating external knowledge bases,Figure 1.1 shows
the sequence of RAG pipeline beginning with the retrieval and ingestion of doc-
uments, such as PDFs, from a knowledge base. These documents are processed
using an embedding model to create numerical representations that capture
their semantic meaning. These embeddings are stored in a vector database
(Vector DB) through a process called indexing.

When a user submits a query, it is first embedded to capture its semantic
meaning and matched against document embeddings in a vector database to
identify the most relevant content. These retrieved embeddings, combined
with the original query, create a detailed prompt for a large language model
(LLM). Using this enriched context, the LLM generates a precise, contextually
relevant response, which is then streamed back to the user, ensuring accuracy
and reliability through up-to-date knowledge integration.
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Figure 1.1: Retrieval-Augmented Generation Sequence Diagram.

While traditional RAG implementations have demonstrated efficacy, they of-
ten fall short in industrial contexts characterized by data heterogeneity and
multilingual requirements. To address these gaps, this thesis leverages multi-
lingual embedding models and novel retrieval methods, building upon frame-
works like Llamalndex to optimize information retrieval and generation for
industrial documentation.
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1.2 Transformative Role and Applications of
RAG in Industrial Workflows

Industries such as manufacturing, logistics, and energy industry increasingly
rely on vast and diverse datasets to optimize operations. These datasets, en-
compassing unstructured and structured information like , operational records,
regulatory documentation, and design specifications, pose significant chal-
lenges:

« Expanding Data Volume and Diversity: Industrial repositories are
growing at an unprecedented pace, comprising text, tables, images, and
multilingual content. Extracting relevant information from this massive
and varied pool is not only time-consuming but also prone to errors.

o Multilingual Complexities: Global operations necessitate seamless
access to technical documents in multiple languages. Traditional systems
often fail to handle this multilingual complexity, limiting accessibility and
operational efficiency. Engineers require documentation in their native
language, such as French or German, and managers often need English
reports. These failures in multilingual capabilities hinder productivity
and cause costly miscommunications.

e Dynamic and Context-Specific Demands: FEngineers, managers,
and operators require real-time, contextually relevant information tai-
lored to specific scenarios. Static retrieval systems fall short in meeting
these dynamic and nuanced needs.

 Handling Structured and Tabular Data: Extracting meaningful
insights from technical tables and relational data is challenging, as tra-
ditional methods often strip away the contextual integrity essential for
effective use.

RAG (Retrieval-Augmented Generation) systems effectively address these
challenges by combining advanced retrieval capabilities with semantic under-
standing, delivering precise and actionable insights to industrial stakeholders.
Their transformative potential extends across several domains, improving in-
dustrial workflows as follows:

1. Technical Documentation Management
RAG systems streamline access to extensive technical manuals, enabling
efficient troubleshooting and maintenance. For instance, in manufactur-
ing plants, operators can query the system for specific repair procedures
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or safety protocols directly from thousands of manual pages, saving valu-
able time.

2. Operational Efficiency Enhancement
By providing real-time access to critical operational data, RAG mini-
mizes downtime and improves decision-making. In the energy sector, for
example, RAG systems can analyze equipment logs to generate action-
able insights for predictive maintenance, ensuring smooth operations.

3. Multilingual Content Support
RAG excels at retrieving and presenting content in multiple languages,
making it an essential tool for global industries. It facilitates seamless
communication and adherence to international standards by delivering
information in the user’s preferred language.

4. Workforce Training and Knowledge Transfer
RAG-enabled training systems personalize learning material for new em-
ployees, addressing individual needs and reducing the learning curve. By
answering operational queries dynamically, RAG enhances knowledge
transfer and supports continuous workforce development.

This combination of capabilities highlights the transformative role of RAG sys-
tems in navigating the complexities of industrial data, enhancing operational
efficiency, and driving innovation in various sectors.

1.3 Contributions and Impact

This study explores the application of Retrieval-Augmented Generation (RAG)
in industrial contexts, addressing the challenges posed by multilingual and
heterogeneous data formats. Utilizing a dataset of 423 industrial documents
provided by Dieffenbacher GmbH, including technical manuals, regulatory doc-
uments, and structured data tables, it evaluates the performance of tailored
RAG pipelines in processing diverse and complex information. Key challenges
addressed include:

o Effectively managing both unstructured and structured data formats.
e Supporting multilingual queries to accommodate global operations.

o Preserving critical data relationships during information extraction.
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To tackle these challenges, the research integrates advanced technologies such
as the Llamalndex framework for efficient data extraction and indexing, en-
suring the preservation of tabular relationships and compatibility with diverse
document types. Multilingual embedding models, such as Eb-large, enable
the system to handle queries in multiple languages, while different retrieval
techniques enhance performance in dynamic industrial environments. These
contributions mark significant advancements in applying RAG to real-world,
domain-specific datasets.

1.4 Thesis Structure

This thesis comprises six main chapters structured as follows:

Chapter 1: Introduction

Discusses the background, significance, and challenges of Retrieval-Augmented
Generation (RAG) in industrial contexts, and outlines the thesis objectives and
structure.

Chapter 2: Related Work

Reviews methodologies in information retrieval, language model generation,
and evaluation metrics. Covers advancements in semantic similarity, trans-
former evolution, and RAG systems applications, with a focus on industrials
tasks.

Chapter 3: System Architecture

Details the RAG pipeline’s architecture, including data extraction, embedding
models, retrieval techniques, and the use of Llamalndex. Describes the inte-
gration of multilingual embedding models and large language models to ensure
accurate and efficient retrieval and generation.

Chapter 4: Evaluation Results

Analyzes the RAG pipeline’s performance using automated and manual evalu-
ations. Explores results across metrics like relevancy, faithfulness, and correct-
ness, comparing system effectiveness for text-based and table-based queries.
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Chapter 5: Challenges, Solutions and Conclusion

Discusses key challenges in implementing RAG systems, such as data com-
plexity, retrieval accuracy, and evaluation consistency. Proposes solutions in-
cluding table-specific retrieval mechanisms, embedding model fine-tuning, and
multimodal approaches.



Chapter 2

Related Work

Retrieval-Augmented Generation (RAG) systems have shown immense poten-
tial in addressing knowledge-intensive industrial tasks in industrial context by
integrating external retrieval with language generation to enhance domain-
specific accuracy. For example, Siddharth and Luo [2023] utilized RAG to
extract over 2.93 million engineering design facts from fan system patents,
enabling precise responses to design queries and supporting tasks like fault
detection and system optimization. Similarly, Riedler and Langer [2024] in-
vestigated multimodal industrial RAG systems, combining text and images
to address industrial workflows involving complex textual information paired
with visuals like diagrams. Their findings demonstrated that multimodal RAG
outperformed text-only systems, with image summaries improving retrieval
quality and interpretability.

Gupta et al. [2024] present a comprehensive survey on Retrieval-Augmented
Generation (RAG), covering its evolution, current methodologies, and future
challenges. They emphasize that RAG models bridge the gap between static
large language models (LLMs) and dynamic knowledge-intensive applications
by integrating real-time document retrieval with generative capabilities. The
paper categorizes RAG into naive RAG, modular RAG, and advanced hybrid
models, each improving retrieval accuracy, reducing hallucinations, and refin-
ing answer generation. They highlight that recent advancements focus on op-
timizing retrieval mechanisms, including ColBERT-based re-ranking, adaptive
document filtering, and hybrid retrieval, which significantly enhance RAG’s
factual correctness.

With contrast to Riedler and Langer [2024], this thesis focuses on examining
the capabilities of the Retrieval-Augmented Generation (RAG) system to ef-
fectively handle unstructured textual data and structured table-based data.
The study explores the most efficient approaches to address the distinct chal-
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lenges associated with each data type, aiming to optimize the system’s perfor-
mance and integration of diverse information formats. This focus highlights
the system’s adaptability and potential for improved data management across
heterogeneous sources.

This chapter reviews key methodologies for developing RAG systems, orga-
nized into three sections:

o Information Retrieval: Explores the evolution of retrieval systems
from Boolean logic to modern semantic similarity techniques, emphasiz-
ing their critical role in ensuring accurate data retrieval in RAG pipelines.

e RAG Generation: Discusses the transformer architecture as the back-
bone of natural language generation, focusing on fine-tuning for specific
tasks and balancing retrieval with generation for accurate outputs.

« RAG Evaluation: Reviews metrics and methodologies for evaluating
RAG systems, covering retrieval and generation metrics like relevance,
faithfulness, and correctness.

This chapter provides a foundation for understanding the components and
challenges of RAG systems, setting the stage for subsequent discussions on
development and implementation.

2.1 Information Retrieval

Information retrieval (IR) is the process of extracting relevant information from
large repositories, such as databases or the internet, in response to user queries.
Using specialized techniques and algorithms, IR enables efficient searching,
filtering, and ranking of data, making it a key component of search engines
and enhancing information accessibility and usability across various fields.

Early information retrieval (IR) systems relied on Boolean logic, using opera-
tors like AND, OR, and NOT Singhal [2001]. These systems lacked document
ranking and posed challenges in query formulation, making them less user-
friendly. Modern IR systems, by contrast, perform ranked retrieval, prioritiz-
ing documents based on their relevance scores.

The vector space model (VSM), introduced in 1975 by Salton et al. [1975]
Figure 2.1, revolutionized IR by representing documents as vectors in a multi-
dimensional space, where similarity is measured by the distance or angle be-
tween vectors. This approach optimized retrieval performance in terms of
recall and precision and laid the foundation for modern techniques like RAG.
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In RAG, the organization of knowledge within embedding spaces and the iden-
tification of key terms are directly inspired by VSM principles, enhancing the
relevance and quality of generated responses.

—

D3= (T, "\ 1"\ T3")

Dy = (T),Tp, T3)

————————
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Figure 2.1: Vector space Salton et al. [1975]

As data availability expands and technology advances, estimating semantic
similarity between text data has become an increasingly important challenge
in Natural Language Processing (NLP). The inherent complexity of natural
language makes it challenging to depend solely on rule-based methods for mea-
suring semantic similarity. Consequently, a variety of approaches have been
developed over the years to tackle this issue.dhivya chandrasekaran and vijay
mago [2021] conducted a survey in which they compiled various methods for
estimating semantic similarity. Below are four of these methods, along with a
brief description of each.

 Knowledge-Based Methods: These methods use structured resources
like lexical databases (e.g., WordNet, Wikipedia) to measure the simi-
larity between concepts. They assess semantic similarity by examin-
ing relationships and distances within these knowledge structures, using
techniques like edge-counting, feature analysis, and Information Content

(IC).

o Corpus-Based Methods: Corpus-based methods derive representa-
tions from large text corpora and measure semantic similarity based on
distribution in context. Embedding techniques like Word2Vec and GloVe
represent as vectors, with similarity calculated using measures like cosine
similarity.
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e Deep Neural Network-Based Methods: These methods leverage
deep learning architectures (e.g., CNNs, LSTMs) to capture semantic
similarity. Starting with embedding, they apply neural network layers
to understand complex relationships. Transformer models like BERT
further enhance this by offering pre-trained embedding fine-tuned for
specific tasks.

e Hybrid Methods: Hybrid methods combine knowledge-based and
corpus-based approaches, or integrate deep learning to improve perfor-
mance. They might enhance corpus-derived information with lexical
database knowledge or incorporate semantic features from knowledge
structures into neural networks for better accuracy and robustness.

In RAG (Retrieval-Augmented Generation), the Corpus-Based Method is used
to enhance the generation process by retrieving relevant information from a
large text corpus based on semantic similarity. This approach assesses how
closely the meaning of a query matches potential documents or passages within
the corpus. To accomplish this, an embedding model is employed to transform
the query into a vector representation that encapsulates its semantic meaning
in a multi-dimensional space. Techniques such as cosine similarity are then
used to compare the query vector with the vectors of candidate passages by
evaluating the cosine of the angle between them. The resulting value ranges
between 0 and 1, where a value closer to 1 indicates a higher degree of simi-
larity between the vectors. By leveraging this method, RAG effectively selects
the most contextually appropriate information, ensuring that the generated
responses are accurate and coherent.

im1 Ai B
VI A2 xy/yr, B

Cosine Similarity = (2.1)

Once the top K most similar chunks are retrieved, a prompt is crafted for
the LLM, combining detailed instructions, the user’s query, and the retrieved
context. This enriched prompt is then passed to the LLM to initiate the
generation phase.

2.2 RAG Generation

The response generation phase in a Retrieval-Augmented Generation (RAG)
pipeline leverages a large language model (LLM) to synthesize retrieved
context into a well-structured and meaningful response. This process involves
conditioning the model on both the user query and the relevant retrieved

10
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documents, ensuring that the generated answer is grounded in the provided
information. However, hallucinations can undermine reliability, with Zhang
et al. [2023] categorizing them into input-conflicting, context-conflicting,
and fact-conflicting types. Fact-conflicting hallucinations are particularly
critical for RAG pipelines as they contradict retrieved evidence, potentially
leading to misinformation. The quality of generation depends on multiple
factors, including the relevance and completeness of the retrieved data, the
model’s ability to integrate disparate pieces of information, and its alignment
with domain-specific terminology. To improve factual accuracy and reduce
hallucinations, techniques such as prompt engineering, response filtering,
and post-generation validation may be applied. Additionally, fine-tuning or
reinforcement learning strategies can further enhance generation quality by
optimizing the model’s adherence to factual references and industry-specific
guidelines.

Wang and Others [2024] propose Speculative RAG, a novel enhancement
to Retrieval-Augmented Generation (RAG) that introduces a two-stage
generative process to improve both response accuracy and efficiency. In
this framework, a smaller specialist LM (RAG Drafter) rapidly generates
multiple candidate responses based on diverse subsets of retrieved documents.
These drafts are then evaluated by a larger generalist LM (RAG Verifier),
which selects the most reliable answer through confidence-based verification
metrics. This method addresses two major challenges in RAG: (1) reducing
hallucinations by ensuring retrieved context supports the generated text, and
(2) improving inference speed by distributing computation between a smaller
draft model and a larger verification model. Experimental results on Trivi-
aQA, MuSiQue, PubHealth, and ARC-Challenge benchmarks demonstrate up
to 12.97% accuracy improvements while achieving a 51% reduction in latency
compared to traditional RAG models.

2.2.1 Large Language Models

Large Language Models (LLMs) are scaled-up versions of transformers, incor-
porating billions of parameters to enhance language understanding and gen-
eration capabilities. These models leverage vast datasets and sophisticated
training techniques to achieve state-of-the-art performance across diverse lin-
guistic tasks.

Transformers are neural network architectures designed for sequence process-
ing, utilizing self-attention and parallelism to handle long-range dependencies

11
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efficiently Vaswani et al. [2017]. They replace recurrent structures with at-
tention mechanisms, enabling superior performance in tasks such as machine
translation, text summarization, and question answering. The Transformer ar-
chitecture consists of an encoder-decoder structure, where the encoder encodes
input representations, and the decoder generates outputs sequentially.

Output
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Figure 2.2: Vector space Salton et al. [1975]

Models like GPT and BERT, built upon this architecture, have significantly
advanced natural language processing.

« Scale of Parameters: LLMs such as GPT-3 (175 billion parameters)
Brown et al. [2020] and PaLM (540 billion parameters) Chowdhery et al.
[2022] demonstrate improved generalization and linguistic comprehension
through large-scale architectures.

e Pre-training on Massive Datasets: LLMs are trained on extensive

12
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multilingual and multi-domain datasets Liu et al. [2024], enhancing their
adaptability and contextual understanding.

o Transfer Learning: These models employ transfer learning techniques,
reducing the need for large labeled datasets in specific tasks Naveed et al.
[2020].

o Generative Capabilities: LLMs produce high-quality, contextually
relevant text, outperforming smaller models in complex language gener-
ation tasks.

Guu et al. [2020] introduce REALM, a retrieval-augmented language model
that dynamically retrieves documents during pre-training and inference to en-
hance knowledge-intensive tasks. Unlike traditional models, REALM opti-
mizes retrieval with a latent knowledge retriever trained via masked language
modeling. It outperforms T5, ORQA, and other retrieval-based models by
4-16% in Open-QA benchmarks, leveraging Maximum Inner Product Search
(MIPS) for scalable and interpretable knowledge integration.

Fine-Tuning in Large Language Models

Fine-tuning customizes pre-trained LLMs for specialized applications by train-
ing them on domain-specific datasets. This adaptation enhances model accu-
racy and relevance in areas such as legal, medical, and technical fields.

Benefits of Fine-Tuning
e« Domain Adaptation: Enhances performance in specialized fields.

o Task Optimization: Improves effectiveness for specific NLP applica-
tions.

Applications
o Chatbots: Enhancing customer service interactions.
o Content Generation: Producing domain-specific content.

o Data Augmentation: Expanding datasets in low-resource scenarios.

13
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Challenges
o Overfitting: Risk of excessive adaptation to small datasets.
e Resource Intensity: High computational costs.

o« Data Quality: Dependence on well-labeled datasets Dawson et al.
[2023].

Techniques like Parameter-Efficient Fine-Tuning (PEFT) Xu et al. [2023] re-
duce resource consumption by modifying only select parameters, preserving
pre-trained knowledge while adapting to new tasks. Retrieval-augmented
generation (RAG) further enhances LLMs by integrating external knowledge
sources, improving their ability to generate accurate and context-aware re-
sponses.

2.2.2 Llama 2

Llama2 serves as an example of a large language model (LLM), released in 2023
by Meta’s GenAl team, Llama 2 Touvron et al. [2023] is a significant advance-
ment in large language models, offering scalability, efficiency, and performance
improvements over its predecessor. Available in sizes ranging from 7B to 70B
parameters, it supports both general-purpose and domain-specific applications.
The fine-tuned variant, Llama 2-Chat, is optimized for dialogue tasks, demon-
strating superior performance compared to other open-source models.

Model Architecture

Llama 2 employs a decoder-only transformer architecture (Figure 2.3), with
context size increased from 2,000 to 4,000 tokens. Innovations like Grouped-
Query Attention (GQA) improve its ability to handle complex tasks and larger
inputs efficiently. This scalable design supports deployment across diverse
hardware environments.

Training Methodology

Llama 2 was pretrained on 2 trillion tokens of high-quality public data,
with personal information meticulously excluded to enhance accuracy and re-
duce hallucinations. Post-pretraining, the model underwent Supervised Fine-
Tuning (SFT) and Reinforcement Learning with Human Feedback (RLHF).
These processes refined Llama 2-Chat for dialogue tasks, aligning it with hu-
man expectations for helpfulness and safety (Figure 2.4).

14
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Figure 2.3: Decoder-based transformer Roberts [2023]

Performance Benchmarks

Llama 2 achieved significant improvements in benchmarks like MMLU, Hu-
manEval, and TriviaQA, with the 70B variant performing comparably to
closed-source models like GPT-3.5. Human evaluations confirmed its ability
to handle complex and adversarial prompts effectively.

Applications and Use Cases

Llama 2 is versatile, supporting applications such as chatbots, programming
tools, and creative writing. The Llama 2-Chat variant excels in dialogue-
based tasks, while the model’s scalability enables success in domain-specific
applications requiring large-scale data and complex reasoning.

Limitations

Despite its advancements, Llama 2 has limitations, including reliance on large-
scale computational resources, which challenge its widespread deployment. Ad-
ditionally, ensuring factual accuracy in generated content remains an area for
improvement.

15
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Figure 2.4: Training process of Llama 2-Chat Roberts [2023]

2.3 RAG Evaluation

Evaluating Retrieval-Augmented Generation (RAG) involves assessing the
accuracy, relevance, and coherence of retrieved information and its integration
with generated responses. This process ensures that the outputs are factually
correct and contextually appropriate. A critical aspect is balancing retrieval
and generation: retrieval provides accurate, up-to-date knowledge, while
generation ensures coherence and adaptability. Proper evaluation helps
optimize this balance, avoiding over-reliance on either component, which
could lead to inaccuracies or loss of creativity.

Yu et al. [2024] provide a comprehensive survey on the challenges of evaluating
RAG models, introducing the A Unified Evaluation Process of RAG (Aue-
pora), which categorizes evaluation into three core aspects: retrieval accuracy,
generative quality, and overall system effectiveness. Their work highlights key
metrics used for RAG evaluation, such as Precision, Mean Reciprocal Rank
(MRR), and Mean Average Precision (MAP) for retrieval, while generation is
assessed based on faithfulness, correctness, and relevance using LLM-based
evaluation, ROUGE, and BLEU scores. The study underscores the limitations
of current benchmarks, advocating for more dynamic, real-world evaluation
methodologies that account for the evolving nature of external knowledge
sources.

Saad-Falcon et al. [2024] propose ARES, an Automated RAG Evaluation
System, designed to assess retrieval-augmented generation (RAG) pipelines

16
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using a combination of synthetic data generation and prediction-powered
inference (PPI). Unlike traditional evaluation approaches that rely heavily on
human annotations, ARES uses a fine-tuned LLM judge trained on contrastive
learning objectives to evaluate retrieval relevance, response faithfulness, and
answer correctness. The system outperforms existing benchmarks such as
RAGAS, achieving 59.3% higher accuracy in context relevance scoring and
14.4% improvement in answer relevance evaluation. Additionally, ARES
provides statistical confidence intervals for its evaluation scores, ensuring
reliable ranking of RAG configurations across different domains. This frame-
work presents a scalable, efficient alternative to traditional human-labeled
evaluations, reducing the annotation workload by 78% while maintaining
superior evaluation accuracy.

Es et al. [2023] introduce RAGAS, a framework designed for the reference-free
evaluation of Retrieval-Augmented Generation (RAG) pipelines. Unlike tradi-
tional evaluation methods that depend on human-annotated datasets, RAGAS
provides a fully automated scoring system for assessing faithfulness, answer
relevance, and context relevance in RAG-generated responses. The evalua-
tion process relies on LLM-based verification rather than direct comparison
to ground truth answers, making it more adaptable for large-scale assessment.
The paper proposes key evaluation metrics: Faithfulness Score (determining
whether claims in the generated answer are grounded in the retrieved context),
Answer Relevance Score (measuring how well the generated response addresses
the user query), and Context Relevance Score (assessing whether retrieved doc-
uments provide focused, relevant information). The study highlights RAGAS’s
ability to outperform traditional GPT-based ranking methods in aligning with
human judgments, demonstrating a 95% accuracy in faithfulness evaluation
and a 78% accuracy in answer relevance.

LLMs as Judge

It is standard practice to use LLM as a judge to evaluate the quality
of generated responses in retrieval-augmented generation (RAG) systems.
Zheng et al. [2023] explore the concept of LLM-as-a-Judge, where strong
LLMs (e.g., GPT-4) are used as evaluators to assess the quality of other
LLM-generated responses. The study introduces two benchmarking tools:
MT-Bench, a structured multi-turn dialogue evaluation set, and Chatbot
Arena, a crowdsourced human preference dataset with 30K comparisons.
Their results show that GPT-4-based evaluations align with human judgments
over 80% of the time, demonstrating its viability as an automated, scalable
evaluation framework. However, the study also highlights potential biases
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in position preference, verbosity bias, and self-enhancement bias, which can
impact LLM-based evaluations. These insights are particularly relevant for
RAG systems, where generation faithfulness, response quality, and relevance
need to be systematically assessed using reliable and scalable evaluation
methodologies.

Kim et al. [2023] introduce PROMETHEUS, a fine-grained evaluation model
designed to assess LLM-generated responses using custom scoring rubrics. Un-
like traditional evaluation metrics such as BLEU, ROUGE, and BERTScore,
which focus on lexical and semantic similarity, PROMETHEUS enables
customized evaluation based on task-specific criteria. The authors con-
struct the FEEDBACK COLLECTION, a dataset containing 1K fine-grained
score rubrics, 20K instructions, and 100K annotated responses, to train
PROMETHEUS. Experimental results show that PROMETHEUS achieves
a Pearson correlation of 0.897 with human evaluators, on par with GPT-4’s
evaluation capabilities (0.882). This approach allows for a more interpretable
and customizable evaluation framework, providing an open-source alternative
to proprietary LLM evaluation methods. Such a framework is particularly
relevant for assessing the correctness, relevance, and factual consistency of
RAG-generated responses, ensuring better alignment with human evaluation
standards.

2.3.1 Retrieval Metrics

The retrieval component directly impacts the quality of generated responses.
Key metrics include:

Retrieval Relevance

Measures how well retrieved documents address the user’s query, often eval-
uated using cosine similarity. Relevant retrieval ensures alignment with the
generation task.

Recall

Captures the proportion of relevant documents retrieved:

Relevant Documents Retrieved
Recall =

Total Relevant Documents

High recall ensures thorough retrieval, essential for complete responses.
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Precision
Assesses the proportion of retrieved documents that are relevant:

Relevant Documents Retrieved

Precision =
Total Documents Retrieved

High precision reduces irrelevant information, improving generation quality:.

2.3.2 Generation Metrics

These metrics evaluate the alignment of generated content with the user’s
query and retrieved data. The evaluation process follows an automated as-
sessment framework using prompts detailed in section 3.6. A secondary LLM
is prompted to assess the responses systematically based on predefined criteria.

Relevance

Measures how well the generated response addresses the user’s intent, ensuring
contextual appropriateness. The LLM evaluates relevance by comparing the
generated response with the original query and assigning a score based on
semantic similarity and coverage of key details.

Faithfulness

Evaluates whether the response accurately reflects retrieved content, reduc-
ing hallucinations and errors. The faithfulness evaluation prompt instructs
the LLM to verify whether the generated response stays true to the retrieved
documents, ensuring that no external or incorrect information is introduced.

Correctness

Compares generated responses to ground truth, ensuring factual and contex-
tual accuracy. Correctness is determined by assessing the response against a
reference answer or the retrieved evidence. The evaluation prompt from Sec-
tion 3.6 guides the LLM to rate responses based on factual consistency and
precision.

2.3.3 Additional Metrics

To gain deeper insights into retrieval quality, additional metrics include:
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Hit-rate
Frequency of retrieving at least one relevant document:

Queries with Relevant Documents Retrieved
Total Queries

Hit-rate =

MRR (Mean Reciprocal Rank)
Measures how quickly the first relevant document appears in the ranked list:

L\QI 1

MRR =
|Q| = rank;

AP (Average Precision)
Summarizes the precision-recall curve, considering document ranking:

1 n
AP = & ];P(k) -rel(k)

NDCG (Normalized Discounted Cumulative Gain)
Assesses ranking quality, rewarding higher-ranked relevant documents:

DCG vl g
2% pea=y S
IDCG’ 2 log,(i 4 1)

i=1

NDCG =

2.3.4 Conclusion

Chapter 2 has reviewed foundational methodologies in Retrieval-Augmented
Generation (RAG), encompassing information retrieval, transformer-based
language generation, and evaluation metrics. It highlights the evolution of
semantic similarity techniques, advancements in large language models, and
the critical role of fine-tuning in domain-specific applications. These insights
lay the groundwork for the subsequent exploration of system architecture and
the practical implementation of RAG within industrial contexts.
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System Architecture

This chapter will provide a detailed exploration of the system architecture be-
hind the RAG pipeline, focusing on its essential components and their roles
within the system. The key building blocks include the vector database, the
embedding model, and LLMs, each playing a critical part in the pipeline func-
tionality.

3.1 Data extraction

Data extraction in the context of Retrieval-Augmented Generation (RAG) in-
volves extracting information from a large dataset to prepare it for embedding
and storage in a vector database. In a RAG system, effective data extraction
is critical for identifying key information from documents, tables, or databases
that align with the user query. This process ensures that the generated out-
put is grounded in factual and relevant data, thereby enhancing the system
accuracy, relevance, and faithfulness. However, the heterogeneous nature of
industrial data, which can include text, tables and images adds complexity to
the extraction process, making it less straightforward than typical extraction
techniques used in standard RAG systems.

3.1.1 Local Data Extractor

The initial data extraction approach utilized popular NLP Python libraries like
PyPDF2, an open-source library designed for handling PDFs and extracting
text and metadata. However, significant challenges arose during data cleaning
with standard NLP methods. Special characters in German, such as "A"or "U"
were often misrepresented in the extracted text. For instance, "ii" could appear
as \u00, resulting in unrecognizable or meaningless output. This misrepresen-

21



CHAPTER 3. SYSTEM ARCHITECTURE

tation affected the quality of the extracted text, complicating downstream
tasks like text generation, where accurate and properly encoded inputs are
essential for producing coherent and contextually appropriate responses. En-
coding errors also undermined the semantic integrity of the content, posing
challenges for translation, summarization, and content generation.

Another major issue involved extracting table-based data from PDFs. Many
tested libraries converted tables into raw text, losing the structure and rela-
tionships between rows and columns. Financial data or technical specifications
in tabular formats were often extracted as disorganized lines of text, mixing
column headers, data points, and row values. This loss of structure compro-
mised the usability of the data, making it difficult to interpret or reconstruct
the original tables.

Such limitations significantly hinder the RAG system’s ability to generate ac-
curate responses, especially when retrieval tasks rely on understanding the
arrangement of data within tables. Questions requiring cross-referencing rows
and columns or interpreting numerical data in context often led to incorrect or
incomplete outputs. Addressing these challenges by improving table extraction
techniques to preserve structural integrity is critical for the system’s success.

3.1.2 LlamaParse

LlamaParse, the world’s first generative Al-native document parsing platform,
was identified as a solution for local extractor challenges. Designed for large
language model (LLM) use cases, it specializes in parsing and cleaning data
to ensure high quality for downstream applications like Retrieval-Augmented
Generation (RAG). Key features include state-of-the-art table extraction, nat-
ural language instruction-based parsing, JSON mode, image extraction, and
support for over 10 file types (e.g., PDFs, PowerPoint, Word, HTML) with
foreign language compatibility.

LlamaParse addresses encoding issues and excels in table-based data extrac-
tion from PDFs. It preserves tabular structures and relational context as
markdown, ensuring data integrity and improving RAG system accuracy. In-
tegrated with Llamalndex, the framework used in this thesis, it streamlines
the RAG pipeline by minimizing computational steps. These advantages make
LlamaParse the ideal choice for data extraction in the RAG workflow.

3.2 Llamaindex framework

Llamalndex is a robust framework designed to enhance large language models
(LLMs) by integrating them with specific, often private, data sources, creating
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context-augmented applications. In the field of Retrieval-Augmented Genera-
tion (RAG), Llamalndex plays a pivotal role by enabling LLMs to access and
utilize relevant data during inference. Through the use of data connectors, Lla-
malndex allows users to ingest and index data from various sources, including
SQL databases, PDFs, and APIs, and efficiently structure this data for LLM
consumption. Additionally, the framework provides query engines that opti-
mize the RAG process, ensuring the LLM retrieves and generates responses
that are both contextually informed and aligned with the user data. This
integration is essential for building reliable, production-ready RAG systems
capable of handling complex queries and delivering accurate, relevant answers
based on specific data sets.

Some popular use cases for Llamalndex and context augmentation include:

+ Question-Answering (RAG): Llamalndex enables LLMs to retrieve
relevant context from specific data and generate accurate, informative
answers.

o Chatbots: It powers conversational agents that provide real-time re-
sponses by leveraging private or public data.

e Document Understanding and Data Extraction: Llamalndex

helps LLMs navigate and extract information from complex documents
such as PDFs or SQL databases.

e Autonomous Agents: It enables agents to conduct research and make
decisions based on contextual data, integrating various tools for deeper
knowledge.

e Multi-modal Applications: Llamalndex allows LLMs to process dif-
ferent data types, combining text and images for comprehensive solu-
tions.

e Fine-tuning Models: The framework supports improving LLM per-
formance by fine-tuning on specific datasets to better align with task-
specific requirements.

3.3 Embedding models

Embedding models play a pivotal role in Retrieval-Augmented Generation
(RAG) systems by transforming textual input into dense vector representa-
tions that capture the semantic meaning of the input. This allows the RAG
system to perform efficient and accurate retrieval of relevant information by
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mapping similar pieces of text to nearby points in the vector space. Even if
the exact query terms are not present in the corpus, semantically related in-
formation can still be retrieved, enhancing the system ability to handle varied
phrasing of user queries. In RAG, the input query is converted into an embed-
ding, which is compared to the embeddings of documents or passages stored
in a knowledge base. By leveraging similarity metrics like cosine similarity,
the most relevant documents are retrieved and used to guide the generation
process, producing contextually accurate responses.

In this thesis, the choice of embedding models was influenced by the need to
support both English and German languages, given that industrial documen-
tation and user queries might be in either or both languages. Thus, selecting
embedding models capable of handling multilingual input without sacrificing
performance was crucial for maintaining relevance and correctness across lan-
guage boundaries. Two embedding models were tested and evaluated for their
ability to support retrieval across these languages, ensuring that the RAG
system could effectively retrieve accurate information regardless of the query
language.

3.3.1 Multilingual E5-large

The Multilingual E5-large model is part of a series of open-source text em-
bedding models aimed at generating high-quality embeddings for various lan-
guages. As outlined in the technical paper Wang et al. [2024], the model is
trained using a two-stage methodology. First, it undergoes contrastive pre-
training on a vast set of multilingual text pairs. It is then fine-tuned on
a smaller but high-quality dataset, optimizing the embeddings for retrieval
tasks. The training incorporates in-batch negatives and knowledge distillation
to enhance the representation of semantic relationships between texts.

A key innovation of the multilingual E5-large model is its instruction tun-
ing, which improves the quality of embeddings by leveraging natural language
instructions. This makes the model more capable of understanding specific
tasks and enhances its applicability across a wide range of NLP scenarios.
The model is evaluated using benchmarks like MTEB and MIRACL, where it
demonstrates strong performance in both English and multilingual tasks, sur-
passing previous models like LaBSE and BGE-large-en. It performs especially
well in multilingual retrieval and bitext mining tasks, showing competitive
results across languages and domains.

Moreover, the model uses various datasets for pre-training and fine-tuning,
including Wikipedia, mC4, MS-MARCO, and SQuAD, among others, ensuring
a broad base of knowledge across different content types and languages. The
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incorporation of synthetic data, generated using GPT-3.5/4, further boosts its
multilingual capabilities by covering a wide range of linguistic nuances.

The multilingual E5-large model is a valuable asset for applications in informa-
tion retrieval, question answering, and cross-lingual tasks, enabling seamless
performance in environments that require understanding and processing of
multiple languages.

3.3.2 Text-embedding-ada-002

The text-embedding-ada-002 model is a significant step forward in natural
language processing (NLP), particularly in enhancing tasks like text similarity,
document retrieval, and sentence embedding. Unlike previous models, this one
merges multiple specialized models into a single, versatile solution that achieves
better performance across various domains. One of its standout features is
the substantial reduction in costs 99.8% lower than models like Davinci while
delivering a much larger context window of 8192 tokens and an embedding size
of 1536 dimensions.

This broader context window allows the model to process much larger doc-
uments while maintaining context, making it ideal for industries handling
technical documentation, legal texts, and long-form content where preserv-
ing the flow and relationships between distant parts of the text is essential.
This larger window is particularly useful for retrieval-augmented generation
(RAG) systems, where relevant information needs to be retrieved accurately
from extensive and sometimes complex datasets.

Another critical improvement is its ability to generate more semantically mean-
ingful embeddings, owing to the 1536-dimensional vector space it uses. This
enhancement allows the model to better capture the nuanced relationships
between words, phrases, and concepts. For example, it can better handle
synonyms and contextual meanings, which makes it more versatile across in-
dustries where language specificity is critical, such as in industrial, legal, or
academic applications.

The text-embedding-ada-002 model is also optimized for handling more than
just textual data. Its ability to work with both text and code embeddings
makes it flexible for use in software development and technical documenta-
tion scenarios, where the retrieval of code snippets or technical explanations
may be as necessary as retrieving textual information. Its optimization for
these diverse tasks reduces the need for specialized models, allowing organiza-
tions to streamline their NLP pipelines and apply this model across different
departments and needs.

While the model is highly efficient and cost-effective, some edge cases, such as
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very task-specific classifications, may still pose challenges. In such cases, fine-
tuning the model or using alternative methods might be required. However,
these limitations are outweighed by the model overall efficiency, versatility,
and ability to scale for large datasets and complex use cases, such as question
answering, document search, and contextual information retrieval.

Overall, the text-embedding-ada-002 model stands out as an advanced solution
for modern NLP needs, combining performance, affordability, and adaptabil-
ity. It is particularly well-suited for industries that rely heavily on large-scale
document processing, technical accuracy, and diverse data types, making it a
key player in the ongoing evolution of NLP technologies OpenAl [2023].

3.4 Large Language Models (LLMs)

Large Language Models (LLMs) have revolutionized natural language pro-
cessing (NLP) with their ability to tackle tasks such as machine translation,
content generation, and question answering. Built on the Transformer archi-
tecture introduced by Vaswani et al. [2017], LLMs outperform earlier models
like Recurrent Neural Networks (RNNs) and Long Short-Term Memory net-
works (LSTMs), which struggled with long-term dependencies and sequential
data processing inefficiencies.

Transformers use self-attention mechanisms to process input sequences in par-
allel, capturing relationships across the entire sequence. This innovation en-
ables scalability and efficient handling of complex tasks, paving the way for
models with billions of parameters. Notable examples include GPT-3 by Ope-
nAl, with 175 billion parameters, and Google’s BERT. These models, pre-
trained on massive datasets and fine-tuned for specific tasks, excel in text
generation, translation, and summarization.

However, LLMs face notable limitations. Their static nature means they can-
not update their knowledge without retraining, leading to outdated or inac-
curate information. Additionally, LLMs can produce hallucinations plausible-
sounding but incorrect outputs. Training and operating these models require
immense computational resources, making them costly and inaccessible for
smaller entities.

Hybrid models like Retrieval-Augmented Generation (RAG) address some of
these issues by combining LLMs with retrieval mechanisms. RAG enables
real-time access to external knowledge, improving factual accuracy and reduc-
ing hallucinations. Fine-tuning on domain-specific datasets further enhances
performance but can risk overfitting, limiting generalizability.

In summary, LLMs represent a significant breakthrough in NLP, offering un-
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precedented accuracy and versatility. Addressing their challenges through hy-
brid approaches like RAG and advanced fine-tuning methods is key to broad-
ening their usability and ensuring continued progress in the field.

3.4.1 Llama3

Llama 3, developed by Meta Al and released in April 2024, represents a sig-
nificant leap in the development of large language models (LLMs) within the
open-source community. The introduction of Llama 3 signals Meta contin-
ued effort to push the boundaries of Al language capabilities while maintain-
ing transparency and accessibility for researchers, developers, and businesses
alike. Designed to excel across a wide variety of tasks, Llama 3 is highly
versatile, supporting not only multilingual text generation but also advanced
coding, reasoning, and the use of external tools. This wide-ranging functional-
ity makes Llama 3 particularly suitable for use in diverse fields, from natural
language understanding and machine translation to more specialized tasks like
code generation and complex problem-solving.

One of the most impressive aspects of the Llama 3 series is the range of model
sizes it offers, catering to different levels of computational power and use cases.
The models come in three primary configurations: the 8 billion parameter
(8B) model, the 70 billion parameter (70B) model, and the flagship 405 billion
parameter (405B) model. These different parameter sizes provide users with
the flexibility to choose the model that best suits their needs, whether it for
lightweight applications or more demanding tasks that require a higher level of
computational power and accuracy. The 405B model, in particular, represents
a major advancement in LLM architecture, boasting an extraordinary capacity
to manage longer and more complex text inputs due to its context window,
which can handle up to 128,000 tokens. This makes it especially powerful
for applications that involve lengthy documents or multi-turn conversations,
where the model needs to maintain coherence and relevance across extended
interactions.

In terms of performance, Llama 3 stands as a formidable contender to pro-
prietary models like OpenAl GPT-4. Meta has heavily invested in refining
the training process of Llama 3, resulting in substantial improvements in ar-
eas such as natural language reasoning, problem-solving, and coding tasks.
The model has been trained on an extensive and diverse dataset, which en-
hances its ability to generate coherent, accurate, and contextually appropriate
responses. Its enhanced coding abilities make it particularly valuable for tasks
related to software development, such as auto-completion of code, debugging,
or generating code snippets from natural language descriptions. Furthermore,
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Llama 3 proficiency in reasoning and logic is reflected in its superior perfor-
mance in benchmarks and evaluations, where it demonstrates the ability to
handle complex queries, logical deductions, and sophisticated problem-solving
scenarios.

The success of Llama 3 is rooted in its comprehensive training process, which
involved using a diverse and extensive dataset, covering multiple languages,
topics, and domains. This training set included vast amounts of text data
from books, articles, code repositories, and scientific papers, helping the model
develop a deep understanding of language and context. Llama 3 was pre-
trained using self-supervised learning, enabling it to predict missing words in
sentences and grasp grammar, semantics, and context. This process, combined
with advanced techniques like attention mechanisms and transformer networks,
ensures efficient handling of vast data, particularly in its largest version with
405 billion parameters.

Additionally, Llama 3 fine-tuning process includes reinforcement learning from
human feedback (RLHF), where human evaluators guide the model output to
improve clarity, relevance, and helpfulness. Meta Al also prioritized reduc-
ing biases by filtering harmful content and continuously monitoring the model
during training to ensure fairness, especially in sensitive contexts. These com-
bined efforts result in a highly efficient, ethical, and versatile model, suitable
for a range of applications from text generation to complex problem-solving
and code generation.
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Figure 3.1: [Illustration of the overall post-training approach for Llama 3
Llama Team [2024].

A defining characteristic of Llama 3 is its open-source nature, which distin-

guishes it from many other leading LLMs that are typically confined within
proprietary frameworks. By making Llama 3 openly available, Meta has em-
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powered a broader community of developers and researchers to not only use
the model but also fine-tune and adapt it to their specific needs. This level
of openness encourages innovation and allows users to explore novel use cases
without the constraints of closed-source systems. The open-source framework
also facilitates collaboration and peer review, which are essential components
of academic and scientific research, helping to drive further advancements in
the field of Al and machine learning. For businesses, Llama 3 offers the po-
tential to integrate powerful natural language processing capabilities into their
applications without the hefty licensing fees that typically accompany propri-
etary models.

Although Llama 3 is currently focused on text-based outputs, Meta has indi-
cated ongoing research and development efforts aimed at expanding the model
capabilities into multimodal domains. This could eventually enable Llama 3
to process and generate not only text but also images, videos, and audio. Such
a development would significantly broaden the scope of applications for Llama
3, making it a more comprehensive tool for tasks that require the integration of
multiple data types, such as visual or auditory analysis combined with textual
interpretation. These multimodal capabilities would position Llama 3 as a key
player in the future of Al, where understanding and generating across different
media formats is increasingly important.

In conclusion, Llama 3 represents a landmark achievement in the development
of large language models. With its combination of advanced capabilities, flexi-
bility in model sizes, and open-source accessibility, Llama 3 is poised to become
a critical resource for both academic research and commercial applications. Its
superior performance in reasoning, coding, and natural language understand-
ing, coupled with its open-access nature, not only makes it highly adaptable
but also paves the way for further innovation and integration in diverse in-
dustries. As Meta continues to refine and expand the capabilities of Llama 3,
including potential multimodal functionality, the model is likely to remain at
the forefront of Al-driven advancements for years to come Llama Team [2024].

3.4.2 Llama 3.1

Llama 3.1 marks a significant advancement in open-access Al, positioning itself
as one of the most powerful public foundation models. As Meta flagship Al, it
offers exceptional scale, flexibility, and state-of-the-art capabilities. Designed
to excel in a wide range of tasks from general knowledge and mathematics to
tool usage and multilingual translation it supports long-form content genera-
tion, coding assistance, and multilingual conversations, thanks to its expanded
context length of 128K tokens and support for eight languages. Llama 3.1
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comes in three different parameter sizes 8 billion (8B), 70 billion (70B), and
405 billion (405B) allowing users to choose the model that best fits their specific
needs. Meta commitment to open access enables developers and researchers
to build on Llama 3.1 capabilities, driving new innovations in Al.

One of the most transformative aspects of Llama 3.1 is its potential to stream-
line workflows through synthetic data generation and model distillation. Syn-
thetic data generation helps create training data for smaller models, overcom-
ing the limitations of real-world datasets, while model distillation compresses
large models into smaller, more efficient ones without sacrificing performance.
These advancements empower the open-source AI community, providing access
to sophisticated tools previously available only in closed-source systems.

At the core of Llama 3.1 performance is its efficient architecture. Trained on
over 15 trillion tokens using 16,000 H100 GPUs, Llama 3.1 employs a standard
decoder-only transformer architecture, opting for scalability and simplicity
over more complex designs like mixture-of-experts. This straightforward ap-
proach ensures training stability and provides Meta with a high level of control
throughout the model development, from pre-processing to fine-tuning. The
iterative post-training process, which involves supervised fine-tuning and Di-
rect Preference Optimization (DPO), allows for the generation of high-quality
synthetic data, significantly boosting the model performance at every stage.

Llama 3.1 also introduces innovations in efficiency through quantization, tran-
sitioning from 16-bit (BF16) to 8-bit (FP8) numerics. This shift reduces the
computational resources required, enabling the model to run on a single server
node an unprecedented achievement for models of this size. This makes Llama
3.1 more accessible to developers without the need for extensive infrastructure.

The Llama ecosystem further strengthens Al accessibility and innovation. Be-
yond the model itself, the ecosystem includes tools like Llama Guard 3 and
Prompt Guard, designed to safeguard responsible Al usage and prevent mis-
use. The Llama Stack API, a standardized interface, enhances the ecosystem
by making integration with third-party projects easier, offering developers flex-
ibility while maintaining robust security protocols.

Another standout feature of Llama 3.1 is its instruction fine-tuning capabil-
ities. Meta employs rigorous post-training alignment techniques, including
Supervised Fine-Tuning (SFT), Rejection Sampling (RS), and Direct Prefer-
ence Optimization (DPO), to improve the model ability to follow instructions
with precision. This multi-stage fine-tuning ensures high-quality results in a
wide range of real-world applications, from customer service automation to
complex decision-making.

Building on the strengths of its predecessor, Llama 3.1 introduces several key
improvements.It supports a longer context window (128K tokens), enabling
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better handling of long documents and complex conversations ideal for ap-
plications like legal analysis and in-depth customer support. Enhanced syn-
thetic data generation and model distillation enable the creation of smaller,
more efficient models, pushing the boundaries of what possible in open-source
Al Additionally, advanced security features like Llama Guard 3 and Prompt
Guard mitigate risks, while expanded multilingual support makes Llama 3.1 a
versatile tool for global applications.

In conclusion, Llama 3.1 is not just a large language model it a comprehensive
system that redefines what open-access Al can achieve. With its massive scale,
advanced capabilities, and integration into a secure, flexible ecosystem, Llama
3.1 is set to drive the next wave of Al innovation. Meta focus on openness and
accessibility ensures that developers worldwide can leverage this state-of-the-
art technology, empowering them to push the boundaries of what possible in
AT Given the enhancements offered by Llama 3.1 (8B), it became the preferred
choice for the generator LLM in the RAG pipeline moving forward Meta Al
[2024].

3.4.3 Qwen2

The Qwen2 model is the latest advancement in large language models (LLMs)
developed by the Qwen team at Alibaba Group Yang et al. [2024]. It introduces
a comprehensive range of foundational and instruction-tuned models, with pa-
rameter sizes ranging from 0.5 billion, 1.5 billion, 7 billion, to 72 billion. This
includes dense models and a 57-billion-parameter Mixture-of-Experts (MoE)
model. Compared to its predecessor, Qwenl.5, Qwen2 shows significant im-
provements across various tasks, including natural language understanding,
multilingual proficiency, code generation, mathematics, and logical reasoning.

The flagship model, Qwen2-72B, delivers impressive benchmark results: 84.2
on MMLU, 37.9 on GPQA, and 64.6 on HumanEval, among others. The
instruction-tuned variant, Qwen2-72B-Instruct, excels in instruction-following
tasks, scoring 9.1 on MT-Bench and 48.1 on Arena-Hard, demonstrating
superior alignment with human preferences. Furthermore, Qwen2 shows
strong multilingual capabilities across 30 languages, including English, Chi-
nese, French, German, and Arabic. This multilingual ability, along with its
performance in diverse areas, highlights the model versatility and global utility.
Pre-trained on a massive dataset of over 7 trillion tokens, Qwen2 training data
focuses on both quality and diversity, incorporating large volumes of code
and mathematical content, which enhance its reasoning and problem-solving
skills. During post-training, Qwen2 models are fine-tuned through supervised
learning and Direct Preference Optimization (DPO), improving their align-
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ment with human preferences. This training approach ensures these models
perform well in a wide range of tasks, from instruction-following and coding
to complex mathematical reasoning.

The Qwen2 series incorporates several architectural innovations. For exam-
ple, the dense models utilize Grouped Query Attention (GQA) to optimize
memory usage during inference and improve throughput. Additionally, Dual
Chunk Attention (DCA) allows the model to handle long contexts of up to
32,768 tokens, while YARN mechanisms rescale attention weights for better
performance over longer sequences. These design choices enhance the model
accuracy in long-context inference, making it particularly effective for tasks
requiring extended input handling.

The Qwen2 MoE model leverages fine-grained experts for more dynamic and
diverse computation, boosting its adaptability and performance across tasks.
This architecture enables Qwen2 to excel in a wide array of multilingual and
technical tasks, making it a state-of-the-art tool for both research and prac-
tical applications. The model weights and example code are openly available
on platforms like Hugging Face and GitHub, encouraging community collabo-
ration and innovation.

In summary, the Qwen2 model, developed by Alibaba Group, represents a
significant advancement in large language models, featuring both foundational
and instruction-tuned versions with parameter sizes ranging from 0.5 billion to
72 billion. It excels in tasks like natural language understanding, multilingual
processing, code generation, and mathematical reasoning, outperforming its
predecessor Qwenl.5. Pre-trained on over 7 trillion tokens, Qwen2 emphasizes
quality and diversity, especially in code and mathematical data. With archi-
tectural innovations such as Grouped Query Attention (GQA), Dual Chunk
Attention (DCA), and the Mixture-of-Experts (MoE) model, Qwen?2 is partic-
ularly effective for handling long-context and complex tasks. Available openly
on platforms like Hugging Face and GitHub, Qwen2 is a versatile tool for
research and practical applications, with strong multilingual capabilities and
benchmark performance, this made Qwen2 7b most suitable choice as the eval-
uator LLM.

3.5 Quantization

Quantization is a critical technique for optimizing large language models
(LLMs), particularly for inference tasks, as it enhances both memory and
computational efficiency. As models like GPT, BERT, and LLaMA grow in
size, their resource requirements increase. Quantization mitigates this by re-
ducing the precision of model weights and activations. Instead of using 32-bit
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floating-point (FP32) representations, quantization employs formats like 16-bit
floating-point (FP16) or 8-bit integer (INT8), significantly reducing memory
consumption and speeding up computations with minimal performance loss.
By lowering the precision of model parameters, quantization enables the de-
ployment of large models on devices with limited resources, such as smart-
phones or edge devices. For example, moving from FP32 to INTS8 reduces
memory usage by 75%, making it feasible to deploy models that were previ-
ously too large for such platforms.

Quantization also accelerates key processes like matrix multiplications and
data transfers, which are fundamental to LLMs. Lower precision arithmetic
operations are less resource-intensive and execute faster, leading to faster in-
ference times and reduced energy consumption.

Advantages

o Memory Efficiency: Reduces model size by up to 75%, crucial for
deployment on resource-limited devices.

o« Computational Efficiency: Speeds up inference and lowers energy
use.

o Post-Training Quantization (PTQ): Simple and cost-effective, ap-
plied after training, though may cause slight accuracy loss.

e Resilience in Larger Models: Larger models handle quantization bet-
ter due to redundancy, with minimal impact on accuracy.

e Minimal Performance Degradation: Advanced methods like non-
uniform quantization limit accuracy loss by preserving precision where
needed.

o Scalability: Enables the deployment of large models in production en-
vironments by reducing resource needs.

Disadvantages

e Accuracy Degradation: Precision reduction can lower accuracy, espe-
cially in large models.

o Limited Hardware Support: Older hardware may not fully benefit
from quantization due to lack of support.
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o Training Complexity: Quantization-Aware Training (QAT) is more
complex to implement and may require framework modifications.

There are two prominent techniques related to fine-tuning large LLMs that
leverage quantization are LoRA (Low-Rank Adaptation) and QLoRA (Quan-
tized Low-Rank Adaptation). Both aim to reduce memory usage and com-
putational costs without sacrificing model performance, making them ideal
for fine-tuning and deploying large language models in more resource-efficient
ways.

LoRA (Low-Rank Adaptation) is a technique intoduced by Hu et al. [2021]
to make fine-tuning large language models more efficient. Instead of updating
all the parameters of a pre-trained model for each new task, LoRA introduces
trainable low-rank matrices into the layers of a Transformer model while keep-
ing the pre-trained weights frozen Figure 3.2. This significantly reduces the
number of parameters that need to be trained and lowers the hardware re-
quirements, making it easier to fine-tune large models like GPT-3, which has
175 billion parameters. LoRA can reduce the number of trainable parameters
by up to 10,000 times and decrease the GPU memory needed by up to 3 times.
Despite reducing the number of trainable parameters, LoRA performs on par
with or better than traditional fine-tuning methods, and crucially, it does not
add any inference latency because the low-rank matrices can be merged with
the frozen weights once training is completed.

Pretrained
Weights

We Ed)(ri

xCC )

Figure 3.2: Reparameterize, then train both A and B Hu et al. [2021].

QLORA (Quantized Low-Rank Adapter) is a cutting-edge fine-tuning method
designed for large language models (LLMs) with up to 65 billion parame-
ters, enabling efficient training on a single 48GB GPU without sacrificing per-
formance, as introduced by Dettmers et al. [2023]. It builds on Low-Rank
Adapters (LoRA) by integrating 4-bit quantization techniques, notably 4-bit
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NormalFloat (NF4), which is optimal for normally distributed weights, and
Double Quantization, which compresses the quantization constants to further
reduce memory usage. Additionally, Paged Optimizers are used to handle
memory spikes, allowing QLORA to maintain near full 16-bit precision perfor-
mance while drastically reducing memory requirements.

This approach marks a significant improvement over standard LoRA Fig-
ure 3.3, which, while already memory-efficient by fine-tuning a small portion
of the model parameters, still relies on higher precision (16-bit) computations.
By combining the parameter-efficient approach of LoRA with the reduced pre-
cision of 4-bit quantization, QLORA enables fine-tuning of extremely large
models while achieving up to 99.3% of ChatGPT performance on benchmarks
like Vicuna, all at a fraction of the computational cost and memory usage.

Full Finetuning LoRA QLoRA
(No Adapters)

Optimizer

State

(32 bit)

Mg j J {
(AN

16-bit Transfarmer 16-bit Transformer

Figure 3.3: Comparison between normal Fine tuning, LoRA and QLoRA Dettmers
et al. [2023].

3.6 Prompts

For Retrieval-Augmented Generation (RAG) systems, prompts play a crucial
role in guiding the model to generate accurate and contextually relevant re-
sponses by combining information retrieval with text generation. A prompt
in RAG is typically a user query or input that initiates both the retrieval of
relevant documents or knowledge from a database and the generation of an
answer based on that retrieved content. The prompt helps the system under-
stand what the user is asking for, allowing it to fetch relevant information from
external sources and then synthesize a response that aligns with the retrieved
data.

In this thesis, two distinct types of prompts are utilized: the generation prompt
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and the evaluation prompt. The generation prompt is employed after relevant
information has been retrieved from the database, providing instructions to the
model on how to generate a response based on the retrieved data Listing 3.1.

qa_prompt_tmpl_str_de = """\

Sie sind ein von Dieffenbacher entwickelter KI-Assistent,
Experte fir Holzwerkstofftechnik, Mechanik, Hydraulik
und Elektrik. Geben Sie klare und prédzise Antworten.

Wenn die Antwort nicht in den zur Verfigung gestellten

Unterlagen zu finden ist, sagen Sie: ’Ich firchte, ich
kann Thnen nicht helfen, da ich nicht tUber die
erforderlichen Informationen verfige.’

*xBitte beachten Sie, dass Ihre Antwort nur in deutscher

Sprache erfolgen sollte.

Anfrage: {query_str}

Listing 3.1: Generation prompt template

The evaluation prompt is used during the evaluation phase to guide the model
in assessing the accuracy and relevance of the generated response by comparing
it to a reference answer or retrieved context. For automatic evaluation, Lla-
malndex manages this prompt internally. For manual evaluation, two prompts
were created to assess faithfulness Listing 3.2 and correctness Listing 3.3 of
each question using ChatGPT-4.

faithfulness_prompt = £"""

For the given information below, you have an answer
and source nodes from RAG systems. The
FaithfulnessEvaluator module measures if the
response from a query engine matches any of the
source nodes.

- 0 if no source node matches the response.

- 1 if at least one source node is faithful to the
response.

The source nodes are separated by //////////

Generated answer: \{rag_response[index].response\}

Source nodes: source_nodes

Listing 3.2: Faithfulness evaluation prompt
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correctness_prompt = f"""

Correctness is evaluating the relevance and
correctness of a generated answer against a
reference answer. Evaluate and give score based on

the below criteria:

Score 1: The response is not relevant to the user
query. The answer is completely off-topic and does

not address the question.

Score 2: The response is somewhat relevant but
contains significant errors or misinformation. It
may be on the right track but has major flaws in
execution or factual accuracy.

Score 3: The response is relevant to the query but
contains minor inaccuracies or mistakes. It 1is
generally correct but flawed in small ways, such
as lack of clarity or slight errors.

Score 4: The response is relevant, accurate, and
mostly well-formed. It is correct and aligned with

the reference answer but may lack detail or
clarity, leaving room for slight improvement.

Score 5: The response is fully relevant, correct, and

perfectly aligned with the reference answer. It
is clear, detailed, and without any errors or
inaccuracies.

Give score only

Reference answer: \{questions["Answers"][index]\}

Generated answer: \{rag_responsel[index].response\}

Listing 3.3: Correctness evaluation prompt

3.7 Retrieval methods

In Retrieval-Augmented Generation (RAG) systems, three common retrieval
methods are used to improve the quality of generated responses: dense re-
trieval, sparse retrieval, and hybrid retrieval. Dense retrieval uses embedding-
based techniques, where both the query and documents are converted into
embedding vectors using embedding models like intfloat /multilingual-e5-large.
To efficiently search through large sets of high-dimensional vectors, dense re-
trieval often employs the Hierarchical Navigable Small World (HNSW) algo-
rithm. Sparse retrieval, on the other hand, uses traditional term-based tech-
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niques such as BM25, where documents are matched based on exact word
occurrences. This approach works well for keyword-based queries but is less
capable of capturing semantic nuances. Hybrid retrieval combines both dense
and sparse methods, integrating the semantic matching abilities of dense re-
trieval with the term-based precision of sparse retrieval, leading to a more
balanced and comprehensive system that can manage various query types and
data structures.

3.7.1 Dense retrieval

In Retrieval-Augmented Generation (RAG), dense retrieval is a central ap-
proach that utilizes dense embeddings to retrieve relevant documents from a
large corpus. Dense retrieval operates by transforming both the query and
the documents into high-dimensional vector representations (embeddings) us-
ing neural networks, typically through embedding models. The core principle
is that semantically similar queries and documents should have embeddings
that are close to each other in the vector space. By computing the similarity
between the query embedding and document embeddings using metrics like
cosine similarity or dot product the RAG system retrieves the most relevant
documents based on the semantic closeness, even when the exact keywords
may not match between the query and document.

Dense retrieval uses the HNSW (Hierarchical Navigable Small World) algo-
rithm to perform approximate K-nearest neighbor (K-NN) search by con-
structing a hierarchical, multilayer graph of proximity connections Malkov and
Yashunin [2016]. In this structure, each data element is assigned to multiple
layers, with the upper layers containing longer-range connections and the lower
layers connecting closer neighbors. The maximum layer for an element is se-
lected randomly based on an exponentially decaying probability distribution.
When performing a search, the algorithm starts at the top layer, traversing
through nodes connected by long-range links, and gradually descends to lower
layers, where more precise neighbors are found Figure 3.4. This hierarchi-
cal approach provides logarithmic complexity scaling and significantly boosts
search efficiency, especially in high-dimensional or clustered data. Addition-
ally, the HNSW algorithm incrementally builds the graph, making it robust for
dynamic datasets where new elements are added without the need for complete
re-indexing. The use of proximity graphs and a heuristic for neighbor selec-
tion also enhances its performance by maintaining global connectivity even in
highly clustered data.

One of the key innovations of the HNSW algorithm is the separation of con-
nections by length scales, which significantly boosts performance compared to
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Figure 3.4: llustration of the Hierarchical NSW Malkov and Yashunin [2016].

standard NSW. This approach allows for much faster search times, especially
when the data is highly clustered, as the algorithm can avoid local minima
during search traversal by backtracking. Additionally, the hierarchical struc-
ture allows for efficient incremental index construction, enabling continuous
updates to the graph as new data is added without requiring a full re-build.

3.7.2 Sparse retrieval

Sparse retrieval is a retrieval method that relies on traditional information
retrieval techniques where the textual content of both the query and the doc-
ument are sparsely represented. One of the most widely used algorithms in
sparse retrieval is BM25 (Best Matching 25) Equation 3.1. BM25 is a prob-
abilistic retrieval algorithm rooted in the TF-IDF (Term Frequency-Inverse
Document Frequency) family. It computes the relevance of a document to a
query based on the frequency of query terms in the document while considering
the inverse frequency of those terms across all documents in the corpus. Un-
like dense retrieval methods, which rely on neural embeddings and continuous
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vector representations, sparse retrieval approaches like BM25 represent docu-
ments and queries as sparse vectors, with each term having a corresponding
entry in a high-dimensional space. Only terms explicitly present in the text
contribute to the vector, resulting in a sparse representation.The equation of
BM25 is as follows:

B ' f(t.d) - (k1 +1)
BAZ5(a. @) = %IDF@ Fltd) + ki (1=b+b- o)

avgdl

(3.1)

q is the query, and d is the document.

t € q represents each term in the query.

f(t,d) is the term frequency of term ¢ in document d.

|d| is the length of the document d (i.e., the number of terms in the
document).

avgdl is the average document length in the entire corpus.

ki and b are free parameters:

— Ky controls the saturation of term frequency (how much higher term
frequency matters).

— b controls the degree of length normalization (how document length
affects scoring).

IDF(t) is the inverse document frequency of term ¢, which is calculated as:

(3.2)

IDF(£) = log (N —n(t) +0.5 1)

n(t) + 0.5
Where:

e N is the total number of documents in the collection.

o n(t) is the number of documents containing the term ¢.

BM25 specifically adjusts the relevance score through two main parameters:
term frequency saturation and document length normalizationx. The algo-
rithm accounts for the diminishing returns of term frequency i.e., a term ap-
pearing many times in a document does not linearly increase the relevance
score. This is controlled by a saturation parameter (k1), ensuring that overly
long documents don’t get unfairly high scores just because they contain more
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instances of a query term. Additionally, BM25 normalizes for document length
using a parameter (b) to avoid the bias toward longer documents that naturally
contain more words.

Sparse retrieval methods like BM25 are particularly well-suited for domains
where queries and documents have sparse overlaps in vocabulary, and the doc-
uments’ content can be adequately captured using simple term-based repre-
sentations. While it does not benefit from semantic generalization in the way
that dense retrieval models do, BM25 efficiency and effectiveness for many
standard retrieval tasks make it a robust baseline in information retrieval sys-
tems. Moreover, its reliance on lexical matching ensures that BM25 excels
in tasks where exact term matches are crucial, as opposed to dense retrieval
systems, which rely on embeddings and may miss specific token-level matches.

3.7.3 Hybrid retrieval

Hybrid retrieval enhances the performance of Retrieval-Augmented Genera-
tion (RAG) systems by combining multiple retrieval approaches. It typically
integrates dense retrieval, which captures the semantic nuances of a query, and
sparse retrieval, which ensures precision for queries based on specific terms or
exact matches. By fusing the outputs of these two methods, hybrid retrieval
improves both recall (retrieving relevant information) and precision (accuracy
of the retrieved information), offering a more robust system.

In practice, hybrid retrieval can rank documents retrieved from both dense and
sparse methods or follow a multi-stage approach, where one method filters the
initial set of documents and the other refines them. This dual approach is
particularly effective for handling diverse query types, ensuring high accuracy
for both semantically complex and exact-match queries.

3.8 SQL-based retriever

The SQL-based retriever in Llamalndex operates by seamlessly integrating
natural language queries with SQL databases using text-to-SQL functionality.
It begins by indexing the schemas of SQL tables, embedding table names, col-
umn names, and associated contextual metadata into a vector database for
efficient retrieval. When a natural language query is provided, the retriever
matches the query embeddings against the schema embeddings to identify the
most relevant tables and columns. A language model is then employed to gen-
erate an SQL query by leveraging a text-to-SQL prompt that incorporates the
identified table schemas. This SQL query is subsequently executed against the
database, retrieving precise and structured information. This process ensures
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efficient and accurate access to tabular data through natural language inputs,
making it a robust tool for structured data retrieval.

3.9 Agents

Recent advancements in Retrieval-Augmented Generation (RAG) have ex-
plored agent-based approaches to enhance dynamic information retrieval and
response generation. Al agents play a crucial role in orchestrating the re-
trieval and generation processes by intelligently selecting retrieval strategies,
refining query formulations, and optimizing response coherence. Unlike tradi-
tional RAG pipelines that rely on a fixed retrieval flow, agent-based systems
dynamically adapt retrieval parameters based on the complexity of the query
and the quality of retrieved documents. Lala et al. [2024] introduced an intel-
ligent RAG-based agent specifically designed for scientific question-answering.
Lala et al. [2024] iteratively retrieves, filters, and synthesizes information, au-
tonomously determining when additional context is required. This approach
significantly improves retrieval precision and mitigates hallucination issues
common in LLM-generated responses. This adaptability enables agent-driven
RAG systems to outperform static retrieval methods, with Lala et al. [2024]
demonstrating superior accuracy compared to GPT-4 and other commercial
retrieval tools on scientific benchmarks, approaching human-level expertise.
Furthermore, Al agents in RAG can integrate reinforcement learning or rule-
based mechanisms to enhance domain-specific relevance, apply post-processing
techniques such as fact-checking and citation extraction, and dynamically ad-
just retrieval settings to optimize response accuracy. By leveraging agent-based
intelligence, modern RAG systems achieve greater automation, adaptability,
and robustness in handling complex information retrieval and synthesis tasks.

3.10 Summary

This chapter provides a detailed exploration of the architecture of the
Retrieval-Augmented Generation (RAG) system, with a focus on its key com-
ponents and their roles within the pipeline. The discussion begins with the
data extraction process, emphasizing the challenges of managing diverse in-
dustrial data formats such as text and tables, and how tools like LlamaParse
help address these challenges. The Llamalndex framework is then introduced,
showcasing how it facilitates efficient retrieval and structuring of data from
various sources for use by large language models (LLMs).

Embedding models, including Multilingual E5-large and text-embedding-ada-
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002, are examined for their role in converting queries into dense vectors, en-
abling efficient retrieval across multiple languages. The section on LLMs high-
lights Meta Llama 3.1, chosen as the primary generator LLM for the pipeline
due to its advanced capabilities and open-access design.

Quantization techniques were also explored to optimize model performance
by reducing memory consumption without sacrificing accuracy. In addition,
dense, sparse, and hybrid retrieval methods were analyzed to demonstrate how
their integration improves overall system efficiency. The pipeline architecture is
thoroughly described, providing the foundation for a robust and scalable RAG
system capable of processing complex industrial data and delivering precise,
contextually relevant responses.
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Evaluation

This chapter presents a detailed analysis of the system’s performance using
both automated and manual evaluation methods. By leveraging a combina-
tion of different retrieval strategies dense, sparse, and hybrid, the evaluation
examines key metrics such as correctness, relevancy, and faithfulness. Addi-
tionally, we analyze the impact of various parameters, including chunk size,
embedding models, and post-processing techniques. Special attention is given
to the challenges posed by structured tabular data and multilingual queries,
assessing how well the system retrieves and generates accurate responses. The
results presented in this chapter provide critical insights into the system’s
strengths and limitations, forming the basis for future improvements.

4.1 Experimental Setup

The experiment is divided into two distinct approaches. The first approach
involves automated evaluation using a judge LLM (Qwen-2), which generates
questions based on chunks stored in the vector database. It then produces a
reference answer and evaluates the RAG-generated answer against this refer-
ence.

The second approach focuses on the evaluation of manually generated and
annotated questions. These questions are categorized into three types:
Randomly generated questions: Without specifying the data type.

Text-only questions: Designed to assess the system’s ability to retrieve un-
structured data.

Table-based questions: Aimed at evaluating the pipeline’s capability to retrieve
data from tables formatted as Markdown.

The manual question-answer pairs were generated using ChatGPT-4, leverag-
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ing its ability to read and analyze documents. These pairs were subsequently
reviewed and validated by an expert from Dieffenbacher to ensure their quality
and accuracy.

Dataset

The dataset used for evaluation consists of 423 industrial documents pro-
vided by Dieffenbacher GmbH. These documents encompass a variety of con-
tent types, including technical manuals that provide detailed descriptions
of machine operations, maintenance procedures, and troubleshooting guide-
lines. Additionally, the dataset includes regulatory documentation, out-
lining compliance standards, safety protocols, and guidelines for proper ma-
chine handling. Another significant component is structured tabular data,
which contains numerical values, operational parameters, and machine per-
formance metrics. Furthermore, the dataset features multilingual content,
with documents available in both German and English, necessitating support
for cross-lingual retrieval.

4.1.1 Preprocessing and Data Handling

To ensure the quality of document retrieval, the dataset underwent several
preprocessing steps. Text extraction was performed using LlamaParse to
extract text data from PDFs and structured documents while preserving tex-
tual integrity. Table processing involved identifying and extracting tables
separately to retain structural relationships, thereby improving retrieval effec-
tiveness. For multilingual handling, document embeddings were generated
separately for German and English texts to facilitate cross-lingual retrieval.
Finally, indexing was conducted by storing the processed documents in a vec-
tor database for dense retrieval and a keyword-based search index for sparse
retrieval.

Models and Retrieval Methods

To assess retrieval effectiveness, three retrieval methods were implemented:

1. Dense Retrieval:

» Uses embedding-based similarity search with Multilingual E5-large
and Ada-002.

e Documents and queries are transformed into vector representations
using embedding models.
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« Similarity is computed using cosine similarity, and the most relevant
documents are retrieved.

o The HNSW (Hierarchical Navigable Small World) algorithm was
used for efficient nearest neighbor search in the vector space.

2. Sparse Retrieval:

o Utilizes BM25, a term-based ranking function, to retrieve docu-
ments based on exact keyword matches.

o Best suited for retrieval when specific terminology is present in the
query.

o Lacks semantic understanding but is highly effective for precise key-
word queries.

3. Hybrid Retrieval:

« A combination of dense and sparse retrieval methods to leverage
the strengths of both.

o BM25 scores are combined with embedding-based similarity scores
to refine the ranking of retrieved documents.

» Ensures coverage for both exact match and semantic-based queries.

For response generation, we used Llama 3.1 (8B) as the primary large lan-
guage model, fine-tuned for industrial document queries.

Evaluation Metrics

To ensure a comprehensive assessment, we evaluated the system using the
following metrics:

Faithfulness Evaluation Criteria
e Score 0: No source node matches the response.
o Score 1: At least one source node is faithful to the response.

e Score None: The judge LLM couldn’t evaluate the metric.
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Correctness Evaluation Criteria

e Score 1: The response is not relevant, completely off-topic, and does not
address the question.

o Score 2: The response is somewhat relevant but contains significant errors
or misinformation, with major flaws in accuracy or execution.

e Score 3: The response is relevant to the query but has minor inaccuracies
or mistakes.

e Score 4: The response is relevant, accurate, and mostly well-formed but
may lack detail or clarity.

e Score 5: The response is fully relevant, correct, and perfectly aligned
with the reference answer.

e Score None: The judge LLM couldn’t evaluate the metric.

Answer Relevancy Evaluation Criteria
e Scored on a scale of 0 to 2 based on:

— Does the response match the subject matter of the user’s query? (1
point).

— Does the response address the focus or perspective taken on by the
user’s query? (1 point).

e Score 2: The answer fully satisfies both questions.

Context Relevancy Evaluation Criteria
e Scored on a scale of 0 to 2 based on:

— Do the provided contexts match the subject matter of the user’s
query? (1 point).

— Do the provided contexts contain information to address the focus
of the query? (1 point).

— Score None: The judge LLM couldn’t evaluate the metric.

e Score 2: The retrieved contexts comprehensively address the query.
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Experimental Workflow

The experimental workflow of the RAG system begins with Dataset Prepara-
tion, where relevant information is extracted, parsed, and cleaned from PDFs.
LlamaParse is utilized to structure complex industrial data, particularly tables,
ensuring usability. The extracted data is then passed through Multilingual
E5-large embedding models, which convert documents into dense vector
representations and store them in a Qdrant vector database. Additionally,
table structures are extracted separately to enhance retrieval accuracy. Query
Generation follows, utilizing two approaches: automated queries generated
with Qwen-2 based on document chunks and manually curated queries val-
idated by experts. In the Retrieval Phase, queries are processed through
dense, sparse, and hybrid retrieval models to identify the most rele-
vant documents. The retrieved documents then serve as context for Answer
Generation, where Llama 3.1 (8B) constructs responses. For Evaluation
& Scoring, Qwen-2 generates reference answers and assesses the system’s
output based on faithfulness, correctness, and relevancy, while a subset
undergoes manual validation. An agent-based retrieval solution is also im-
plemented, using distinct tools for text-based and SQL-based retrieval,
selecting the appropriate method based on query content. Finally, in the Re-
sults Analysis phase, retrieval methods are compared across relevancy, faith-
fulness, and correctness, while performance variations across different chunk
sizes and embedding models are examined.
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4.2 Automated Judging Evaluation Results

Table 4.1 presents the outcomes of the automated judge approach, specifically
highlighting the results for a chunk size of 1024 across the three different
retrieval methods.

Metric | Dense Retrieval (D) | Hybrid Retrieval (H) | Sparse Retrieval (S)
Relevancy (0.0 831 870 846
Relevancy (0.5 34 26 34
Relevancy (1.0 418 311 340
Relevancy (1.5 3 9 5
Relevancy (2.0 446 464 434
Relevancy (3.0 202 234 262
Relevancy (4.0 250 255 254
Relevancy (5.0 2 4 6
Relevancy (None) 9 17 14
Faithfulness (0 1922 1841 1847
Faithfulness (1 271 334 329
Faithfulness (None 7 25 24
Correctness (1.0 1073 969 1052
Correctness (1.5 36 24 25
Correctness (2.0 42 60 23
Correctness (2.5 340 339 286
Correctness (3.0 162 200 180
Correctness (3.5 196 188 188
Correctness (4.0 104 120 109
Correctness (4.5 195 240 279
Correctness (5.0 6 8 14
Correctness (None) 31 43 34

Table 4.1: Automated Judge Results for Chunk Size 1024 (Highlighted Key Re-
sults)

Faithfulness Evaluation

For responses that lacked alignment with source nodes (Score 0), the majority
were unfaithful, with Sparse Retrieval leading at 1847 instances, followed
by Hybrid Retrieval (1841) and Dense Retrieval (1922). Conversely, Hybrid
Retrieval showed the best performance for partial faithfulness (Score 1),
achieving 334 instances, compared to Sparse Retrieval (329) and Dense
Retrieval (271). This indicates Hybrid Retrieval aligns better with at least
one source node.
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Faithfulness Distribution Across Retrieval Methods
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Figure 4.1: Automated Judge Faithfulness

Correctness Evaluation

Dense Retrieval had the highest number of off-topic responses (Score 1) at
1073, slightly worse than Sparse Retrieval (1052) and Hybrid Retrieval (969).
Sparse Retrieval stood out in higher correctness scores, with 279 instances
achieving a near-perfect score (4.5), outperforming Hybrid Retrieval (240) and
Dense Retrieval (195). Additionally, Sparse Retrieval led in perfect correctness
(Score 5.0), with 14 responses compared to Hybrid Retrieval (8) and Dense
Retrieval (6). However, Hybrid Retrieval showed the most unevaluated cases
(43), indicating evaluation gaps.

Correctness Distribution Across Retrieval Methods
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Figure 4.2: Automated Judge correctness

20



CHAPTER 4. EVALUATION

Answer and Context Relevancy Evaluation

Sparse Retrieval achieved strong results for perfect relevancy (Score 4.0) with
254 instances, comparable to Hybrid Retrieval (255) and Dense Retrieval (250).
For high but less-than-perfect relevancy (Score 3.0), Sparse Retrieval led with
262 instances, followed by Hybrid Retrieval (234) and Dense Retrieval (202).

For lower relevancy (Score 2.0), Hybrid Retrieval performed best with 464 in-
stances, ahead of Dense Retrieval (446) and Sparse Retrieval (434). Sparse
Retrieval excelled in partial relevancy (Score 1.0) with 340 instances, surpass-
ing Hybrid Retrieval (311) but trailing Dense Retrieval (418).

Dense Retrieval had the fewest irrelevant outputs (Score 0.0) at 831, followed
by Sparse Retrieval (846) and Hybrid Retrieval (870).

Relevancy Distribution Across Retrieval Methods
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Figure 4.3: Automated Judge Relevancy

Summary of Observations

1. Faithfulness: Hybrid Retrieval slightly outperforms Sparse and Dense
Retrieval in aligning responses with source nodes, as shown by the higher
count of faithful responses (Score 1).

2. Correctness: Sparse Retrieval achieves the highest number of perfect
and near-perfect responses (Scores 4.5 and 5.0), making it the most ac-
curate and reliable method for correctness.

3. Relevancy: Sparse Retrieval provides the most fully relevant and con-
textually accurate responses (Score 4.0), while Hybrid Retrieval performs
better at reducing irrelevant or off-topic responses (Score 0.0).
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Final Conclusion

While Hybrid Retrieval (H) demonstrates superior performance in Relevancy
by minimizing irrelevant responses, Sparse Retrieval (S) consistently outper-
forms the other methods in both Faithfulness and Correctness, achieving the
highest number of accurate and perfect responses. Dense Retrieval (D), though
slightly behind Hybrid and Sparse in Relevancy and Faithfulness, still provides
competitive performance across all metrics, making it a balanced but less spe-
cialized option. Therefore, Sparse Retrieval (S) can be considered the overall
best retrieval method when faithfulness and correctness are prioritized, Hy-
brid Retrieval (H) is the preferred choice if relevancy is the primary focus, and
Dense Retrieval (D) is a solid choice for balanced performance.

Automated judge efficiency

It is a standard practice to employ an automated judge to evaluate the results
of RAG systems, as manually assessing metrics for a large number of questions
(e.g., 2,200) is impractical. The effectiveness of this approach depends signif-
icantly on the capability of the model used as the automated judge. Hence,
it is essential to utilize robust models with a proven track record of delivering
consistently accurate evaluation scores. However, automated judges are not
without limitations. Occasionally, the model may fail to evaluate a question
accurately, returning a None result. This is evident in Table 4.1, where a small
number of questions lacked a score.

The percentage of responses classified as Relevancy (None) for each retrieval
method is as follows: for Dense Retrieval (D), it is 0.41%; for Hybrid Retrieval
(H), it is 0.78%; and for Sparse Retrieval (S), it is 0.64%.

Additionally, the model can occasionally overshoot the defined score range.
This issue is particularly noticeable in the Relevancy metric, where some
questions were assigned a score of 5.0, despite the documentation specifying a
maximum score of 4.0. The percentage of responses classified as Relevancy
(5.0) for each retrieval method is as follows: for Dense Retrieval (D), it is
0.09%; for Hybrid Retrieval (H), it is 0.18%; and for Sparse Retrieval (), it
is 0.27%.

It is important to note that both overshooting and evaluations as None rep-
resent a very small percentage of the total responses and do not significantly
impact the overall evaluation of the retrieval methods.

In conclusion, while the automated judge is an invaluable tool for evaluating a
large number of responses, users must be aware of its limitations and interpret
the results appropriately based on the use case.
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4.3 Manually evaluated questions

This section presents the results of accessing the manually generated question-
answer pairs. The process of generation utilized GPT-4’s document reading
capabilities. Documents for question generation were selected randomly to
preserve the randomness of the process. For each document, ChatGPT was
instructed to generate a question-answer pair. Two embedding models were
tested to examine their impact on the results: the multi-lingual embedding
model (3.3.1) and the ADA-002 embedding model (3.3.2). The parameters
tested include chunk size (256, 512, 1024), embedding model, retrieval method
(dense, hybrid), and the presence or absence of post-processing.

To enhance the readability of the upcoming tables, the following abbreviations
will be used:

Parameter Detalils
C Correctness
Chunk Size 256, 512, 1024

Retrieval Method D: Dense Retrieval
H: Hybrid Retrieval
Post-Processing | NPP: No Post-Processing
PP: Post-Processing

Table 4.2: Key Parameters and Definitions

Example: C256-D-PP: Correctness for Chunk Size 256, Dense Retrieval,
Post-Processing.

4.3.1 Random questions results

The evaluation results compare the correctness value distributions of the mul-
tilingual and Ada-002 embedding models across different configurations. By
examining metrics across chunk sizes and processing methods, the analysis
identifies each model’s strengths and weaknesses in handling random queries,
providing insights into their suitability for various scenarios. This compre-
hensive evaluation highlights the models’ performance variations, aiding in
understanding their practical applicability.
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Multi-lingual Ada

V1| V2|V3|V4|V5|V1|V2]|V3|V4]| V5

C256-D-NPP | 7 |20 4 | 2 | 7 [20| 3 | 3 |4 |10
C256-D-PP | 20| 6 | 3 | 4 | 7 | 18| 5 | 2 | 4 |11
C512-D-NPP | 20 | 8 | 3 | 4 | 5 26| 1| 3|3 |7
C512-D-PP 22 | 8 1 3 6 |28 0 1 1 |10
C1024-D-NPP | 23 | 9 2 2 4 1261 5 4 1 4
C1024-D-PP |24 | 7 | 2 | 3 | 4 | 19| 6 | 0 | 5 |10
C256-H-NPP | 19| 4 | 3 | 5 |9 |21 5|2 |5 |7
C256-H-PP | 19|11 | 3 |0 | 7 |18 8|3 ] 2|9
C512-H-NPP (22 | 3 | 2 | 4 ]9 20| 3|3 |7 /|7
C512-H-PP 25| 5 1 2 7 124 | 4 2 3 7
C1024-H-NPP | 31 | 3 1 1 4 | 27| 2 3 1 7
C1024-H-PP | 28 | 8 3 0 1 (14| 4 8 3 |11

Table 4.3: Random questions results (Highlighted Key Results)

Impact of Post-Processing

Post-processing has a significant impact on improving the quality of responses
in retrieval-augmented generation systems, particularly for hybrid retrieval
methods. It leads to a noticeable increase in high-quality responses (Scores
4 and 5) and a reduction in low-quality, off-topic answers (Scores 1 and 2).
The effect is more pronounced with larger chunk sizes, such as 1024, where the
richer context allows post-processing to better refine and align the retrieved re-
sults with the reference answers. Hybrid retrieval benefits the most from post-
processing, as it effectively combines semantic and sparse matching, resulting
in superior performance across diverse query types. While post-processing also
enhances dense retrieval by improving relevance and reducing inaccuracies, the
gains are more modest due to the inherent limitations of dense methods in han-
dling sparse or exact matches. Overall, post-processing plays a critical role in
boosting the accuracy, relevance, and correctness of the system, particularly
when paired with hybrid retrieval and larger context windows.

Chunk Size

The analysis of chunk size demonstrates that larger chunks generally lead to
improved performance in retrieval-augmented generation systems. At chunk
size 1024, there is a significant increase in high-quality responses (Scores 4
and 5) and a noticeable reduction in low-quality responses (Score 1). This
improvement is particularly evident in hybrid retrieval methods, which out-

o4



CHAPTER 4. EVALUATION

perform dense retrieval, especially when post-processing is applied. Larger
chunks provide more context, enabling the system to generate more relevant
and accurate answers. In contrast, smaller chunks (256) often fail to capture
sufficient context, resulting in a higher proportion of irrelevant or partially
relevant responses (Scores 1 and 2). The findings highlight the importance of
chunk size in enhancing system performance, with hybrid retrieval methods
leveraging the additional context most effectively.

Dense vs. Hybrid Processing

The comparison between dense and hybrid retrieval methods reveals that hy-
brid retrieval consistently outperforms dense retrieval across all chunk sizes.
Hybrid methods leverage both semantic and sparse matching, enabling them to
generate more relevant and accurate responses, particularly for higher-quality
scores (Scores 4 and 5). This advantage is most pronounced at larger chunk
sizes, such as 1024, where hybrid retrieval significantly reduces off-topic re-
sponses (Score 1) and increases perfect answers (Score 5). Dense retrieval, on
the other hand, performs adequately when semantic understanding suffices but
struggles with sparse or exact matches, especially at smaller chunk sizes (256
and 512). Post-processing further enhances hybrid retrieval’s performance,
refining responses to better align with user queries. In contrast, while post-
processing improves dense retrieval slightly, it does not close the performance
gap. Overall, hybrid retrieval’s ability to combine semantic and exact match-
ing makes it more robust and effective, particularly for diverse and complex
queries.

Performance Across Values

The variation in scores reveals critical insights into the performance of retrieval
methods and the influence of chunk size and post-processing. Low-quality re-
sponses (Scores 1 and 2) are more frequent with smaller chunk sizes (256) and
dense retrieval methods, reflecting challenges in capturing sufficient context
and handling sparse information. In contrast, hybrid retrieval demonstrates a
clear advantage, consistently reducing low-quality scores and increasing high-
quality responses (Scores 4 and 5), particularly with larger chunk sizes (1024)
and post-processing. Score 3 responses, which indicate relevance with minor
inaccuracies, are fairly consistent but decrease with improved retrieval strate-
gies and larger context windows. The highest-quality responses (Score 5) are
most frequent in hybrid retrieval with post-processing at chunk size 1024, un-
derscoring the importance of combining semantic and sparse retrieval mecha-
nisms with robust refinement techniques. This analysis highlights the need for

95



CHAPTER 4. EVALUATION

larger chunk sizes and hybrid methods to maximize the system’s accuracy and
relevance, with post-processing serving as a key factor in enhancing overall
performance.

Embedding Model Comparison

The comparison between the Multi-lingual and Ada models reveals that the
Multi-lingual model consistently outperforms the Ada model in generating rel-
evant and accurate responses. The Multi-lingual model demonstrates greater
robustness, producing fewer low-quality responses (Scores 1 and 2) and signifi-
cantly more high-quality outputs (Scores 4 and 5), particularly at larger chunk
sizes. While both models benefit from larger contexts and post-processing, the
Multi-lingual model shows a sharper improvement, achieving a higher pro-
portion of perfect answers (Score 5). In contrast, the Ada model struggles
with low and mid-quality responses (Scores 1, 2, and 3), especially at smaller
chunk sizes, and gains only modest improvements with post-processing. Over-
all, the Multi-lingual model’s superior performance across diverse query types
and its ability to leverage larger contexts make it the more effective choice for
retrieval-augmented generation tasks.

Insights

« Best Configuration: For the Multi-lingual model, the C1024-H-PP con-
figuration achieves the highest V5 score, demonstrating exceptional per-
formance with a significant proportion of high-quality responses (Score 4
and 5) and minimal low-quality responses (Score 1). The combination of
hybrid retrieval, larger chunk size, and post-processing leverages context
effectively and refines results for optimal accuracy.

o Worst Performance: The C256-D-NPP configuration in the Ada model
exhibits the weakest performance, with a high frequency of V'1 responses,
reflecting a failure to retrieve relevant and accurate information. The lack
of post-processing further exacerbates this, leaving errors unrefined and
significantly degrading output quality.

e Chunk Size Impact: Larger chunk sizes, particularly C'1024, consis-
tently improve performance by providing more context, reducing V'1 re-
sponses, and increasing V4 and V5 scores. Smaller chunk sizes (C256),
however, struggle to capture sufficient context, leading to more irrelevant
or partially accurate answers.

+ Retrieval Method Comparison: Hybrid retrieval (H) outperforms
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dense retrieval (D) across all metrics, particularly at larger chunk sizes.
The hybrid approach effectively combines semantic and sparse retrieval,
reducing V'1 responses and increasing V'5 scores.

o Post-Processing Effect: Post-processing significantly enhances per-
formance for both models, but its impact is more pronounced in hybrid
retrieval configurations. It reduces V1 and V2 scores while increasing
V4 and V5, ensuring better alignment with reference answers.

4.3.2 Evaluation of Text-Based Questions

To evaluate the retrieval capabilities on unstructured text data, a random
sample of 30 PDF files containing textual content was selected. For each
PDF, ChatGPT-4 was instructed to generate a question-answer pair based on
the content of the document.

Multi-lingual Ada

V1| V2| V3|V4 | V5|V1|V2]|V3|V4]|V5

C256-D-NPP | 14 | 1 ) 6 4 | 14| 1 ) 6 4
C256-D-PP 15| 5 2 7 1 [ 15 ] 5 2 7 1
C512-D-NPP | 15 | 2 ) 6 2 |15 2 ) 6 2
C512-D-PP 13 7 4 5) 11137 4 5) 1
Cl024-D-NPP | 13 | 4 | 2 | 4 | 7 | 13| 4 | 2 | 4| 7
C1024-D-PP | 8 | 1 | 6 | 9 |6 | 8| 1|6 9]|6
C256-H-NPP |12 | 5 | 3 | 5 | 5 |12 | 5 | 3 | 5 | 5
C256-H-PP 16 | 2 2 4 6 |16 | 2 2 4 6
C512-H-NPP | 12 | 1 4 7 6 |12 | 1 4 7 6
Ch12-H-PP 15| 4 4 4 3 | 15| 4 4 4 3
Cl1024-H-NPP | 11 | 2 | 5 | 6 | 6 |11 | 2 | 5 | 6 | 6
C1024-H-PP |10 | 8 | 5 | 3 | 4 10| 8 | 5 | 3 | 4

Table 4.4: Text Data Results (Highlighted Key Results)

Impact of Post-Processing

Post-processing plays a critical role in refining retrieval results, with its im-
pact varying across chunk sizes and retrieval methods. For larger chunk sizes
(512 and 1024), post-processing significantly improves high-quality responses
(V4 and V5) while reducing irrelevant or off-topic answers (V1). This effect is
particularly notable in dense retrieval, where V4 scores for the Multi-lingual
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model increase from 4 to 9 at chunk size 1024. Hybrid retrieval also benefits
from post-processing, with moderate gains in perfect answers (V5) and a re-
duction in low-quality responses. However, at smaller chunk sizes (256), the
impact of post-processing is mixed, occasionally increasing low-quality scores
(V1 and V2) while reducing mid-quality scores (V3), reflecting the challenge of
refining results with limited context. Overall, post-processing is most effective
when paired with larger chunk sizes, where richer context allows for better
alignment and refinement of responses.

Chunk Size Trends

The analysis reveals that chunk size significantly affects the quality of re-
trieval results. Larger chunk sizes, such as 1024, consistently produce more
high-quality responses (V4 and V5) while reducing irrelevant answers (V1).
This is because larger chunks provide richer context, enabling the system to
align better with the query. For instance, in dense retrieval, V5 scores increase
with chunk size, reaching their peak at 1024. In contrast, smaller chunks, such
as 256, struggle to capture sufficient context, leading to higher proportions of
low-quality responses (V1 and V2) and fewer high-quality outputs. Mid-sized
chunks, like 512, offer intermediate performance, balancing computational cost
and quality, but they cannot match the accuracy and relevance achieved by
larger chunks. Overall, larger chunk sizes demonstrate clear advantages, mak-
ing them essential for optimizing retrieval accuracy and generating precise,
contextually relevant answers.

Dense vs. Hybrid Processing

The comparison between dense and hybrid retrieval methods highlights the
clear advantages of hybrid retrieval in generating accurate and relevant re-
sponses. Hybrid retrieval consistently produces more high-quality responses
(V4 and V5) and fewer irrelevant answers (V1) compared to dense retrieval,
particularly at larger chunk sizes. Its ability to combine semantic and sparse
retrieval mechanisms allows for better handling of nuanced and exact infor-
mation. While dense retrieval performs reasonably well, it struggles with
low-quality responses at smaller chunk sizes (256 and 512) and shows less
improvement with post-processing. Hybrid retrieval, on the other hand, bene-
fits significantly from post-processing, demonstrating enhanced refinement and
stability across all metrics. This makes hybrid retrieval the more robust and
adaptable option, especially for tasks requiring larger contexts and complex
query handling.
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Performance Across Values

The frequency of values reveals a clear hierarchy, with V1 (irrelevant responses)
being the most frequent across all configurations and V5 (perfect responses) the
least frequent. V1 dominates in smaller chunk sizes and configurations without
post-processing, reflecting a prevalence of off-topic answers, but its frequency
decreases significantly with larger chunk sizes and post-processing. V2 (some-
what relevant but inaccurate responses) appears less frequently than V1 but
remains prominent in some configurations, particularly with post-processing
redistributing scores. V3 (relevant with minor inaccuracies) shows stable fre-
quency across all configurations, indicating a consistent baseline of relevance.
High-quality responses, V4 (accurate but lacking detail) and V5 (perfect an-
swers), are less common but become more frequent as chunk size increases
and post-processing is applied. The shift from lower values (V1 and V2) to
higher values (V4 and V5) with larger chunks and refinement underscores the
importance of context and post-processing in improving response quality.

Embedding Model Comparison

The comparison between the Multi-lingual and Ada models shows that both
perform similarly in generating low-quality responses (V1 and V2), indicat-
ing comparable challenges in avoiding irrelevant or partially relevant answers.
However, the Multi-lingual model demonstrates a slight advantage in produc-
ing high-quality responses (V4 and V5), particularly at larger chunk sizes
(1024) and with post-processing. While both models improve with post-
processing, the Multi-lingual model exhibits more consistent gains, reducing
irrelevant answers and increasing perfect responses more effectively. At smaller
chunk sizes (256), both models struggle to capture sufficient context, resulting
in higher frequencies of V1 and V2 scores. As chunk sizes increase, the Multi-
lingual model shows marginally better stability and alignment with queries.
Overall, the Multi-lingual model outperforms Ada slightly, particularly in gen-
erating accurate, relevant, and well-aligned responses, making it the stronger
choice for retrieval tasks.

Insights

o Best Configuration: For the Multi-lingual model, the C1024-D-PP
configuration achieves strong performance with a V4 score of 9 and a
V5 score of 6, demonstrating its ability to leverage larger context ef-
fectively. The combination of dense retrieval, a large chunk size, and
post-processing refines results for high accuracy and relevance.
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e Worst Performance: The C256-D-NPP configuration in both the Multi-
lingual and Ada models exhibits the weakest performance, with a high
frequency of V1 responses (14 for both models), reflecting limited con-
text and a failure to filter irrelevant information. The absence of post-
processing exacerbates these issues, leading to low-quality responses.

e Chunk Size Impact: Larger chunk sizes, particularly C'1024, signifi-
cantly improve performance by reducing V'1 responses and increasing V4
and V5 scores. Smaller chunk sizes (C256) struggle to provide sufficient
context, resulting in higher frequencies of low-quality responses (V1 and
V2) and fewer perfect answers (V5).

e Model Comparison: The Multi-lingual model slightly outperforms the
Ada model in generating high-quality responses (V4 and V5) and demon-
strates better stability across configurations. Both models perform simi-
larly for low-quality responses (V1 and V2), but the Multi-lingual model
consistently benefits more from larger chunk sizes and post-processing.

o Post-Processing Effect: Post-processing enhances both models, par-
ticularly at larger chunk sizes, by reducing V'1 responses and increasing
V4 and V5 scores. The effect is more pronounced for the Multi-lingual
model, which demonstrates more consistent gains in relevance and accu-
racy after refinement.
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4.3.3 Evaluation for Structured Tabular Data

The same process was applied to evaluate structured tabular data. A set of
30 random question-answer pairs was generated exclusively from tabular data
using ChatGPT. This approach aimed to assess the retriever’s performance in
effectively handling structured data.

Multi-lingual Ada
Vi V2 V3 V4 V5|Vl V2 V3 V4 V5
C256-D-NPP |22 0 1 O 7 ]20 4 0 0 6
C256-D-PP 2 0 0 0 712 2 0 0 6
Ch12-D-NPP (21 3 2 1 3|19 3 0 2 6
Cb512-D-PP 213 1 2 3120 6 0 0 4
C1024-D-NPP | 23 4 1 1 1121 3 0 1 5
C1024-D-PP 13 14 1 1 11220 0o O 1 8
C256-H-NPP |18 7 O 1 4 ]21 1 0 2 6
C256-H-PP 24 1 0 O 523 1 0 1 5
Ch12-H-NPP | 21 3 1 1 4123 0 1 1 5
Ch512-H-PP 2 2 1 0 4121 0 2 2 b5
Cl1024-H-NPP |25 2 1 0 2|25 O O 1 4
C1024-H-PP 6 7 1 1 51120 2 0 2 6

Table 4.5: Tabular Data Results (Highlighted Key Results)

Impact of Post-Processing

Post-processing significantly enhances performance, particularly at larger
chunk sizes, where it effectively reduces low-quality responses (V1) and in-
creases perfect answers (V5). For example, in the Ada model, post-processing
improves V5 scores from 1 to 8 in the C1024-D-PP configuration, showcasing
its ability to leverage larger contexts for better refinement. At smaller chunk
sizes (256), however, the impact of post-processing is minimal, with negligible
changes in high-quality scores (V4 and V5) and a slight increase in V1 re-
sponses in some cases. Mid-sized chunks (512) show moderate improvements,
with V5 scores slightly increasing as post-processing redistributes low-quality
responses (V1) into mid-level (V2) or high-quality scores. Dense retrieval
benefits more from post-processing, particularly at larger chunk sizes, while
hybrid retrieval exhibits less pronounced changes. Overall, post-processing
plays a crucial role in refining retrieval results, particularly for dense methods
and configurations with larger chunk sizes, where it maximizes the system’s
potential for generating accurate and well-aligned answers.
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Chunk Size Trends

The effect of chunk size on retrieval performance is significant, with larger
chunks consistently outperforming smaller ones. Smaller chunk sizes, such as
256, lead to higher frequencies of low-quality responses (V1) and fewer high-
quality answers (V5) due to insufficient context for accurate retrieval. For
instance, in the Multi-lingual model, the C256-D-NPP configuration results in
V1 = 22 and V5 = 7, highlighting the limitations of smaller chunks. Mid-sized
chunks, like 512, offer moderate improvements, reducing V1 scores slightly and
providing marginal gains in V5, but they do not leverage context as effectively
as larger chunks. Larger chunk sizes, particularly 1024, show the most sig-
nificant improvements by reducing irrelevant responses (V1) and increasing
perfect answers (V5), as seen in the Ada model’s C1024-D-PP configuration
(V1 = 21, V5 = 8). Both dense and hybrid retrieval methods benefit from
larger chunks, with dense retrieval showing slightly more improvement due to
its reliance on detailed context captured in embeddings. Overall, larger chunk
sizes are essential for maximizing retrieval accuracy and generating relevant,
high-quality responses.

Dense vs. Hybrid Processing

The comparison between dense and hybrid retrieval reveals distinct strengths
and weaknesses. Dense retrieval outperforms hybrid retrieval in generating
high-quality responses (V4 and V5), particularly at larger chunk sizes and with
post-processing. For example, in the Ada model’s C1024-D-PP configuration,
dense retrieval achieves V5 = 8, compared to V5 = 6 for hybrid retrieval in
C1024-H-PP. Dense retrieval effectively leverages increased context to refine
responses and align with reference answers. Hybrid retrieval, while stable
and balanced across score distributions, exhibits slightly higher frequencies of
irrelevant responses (V1) and struggles to match dense retrieval’s performance
in perfect answers (V5). Post-processing has a more significant impact on dense
retrieval, further enhancing its ability to generate accurate and precise outputs.
Overall, dense retrieval excels in leveraging context for high-quality results,
whereas hybrid retrieval provides a balanced but less refined performance.

Performance Across Values

The frequency analysis highlights that V1 (irrelevant responses) is the most
common score across all configurations, reflecting the challenge of minimiz-
ing off-topic answers. V5 (perfect responses) is the least frequent score but
increases notably with larger chunk sizes and post-processing, particularly in
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dense retrieval configurations like Ada’s C1024-D-PP, which achieves V5 =
8. Mid-quality scores, such as V2 and V3, are moderately frequent, with V2
becoming more prominent in post-processed scenarios as low-quality responses
(V1) are redistributed. V3 remains relatively stable across configurations, in-
dicating consistent minor inaccuracies that are less affected by chunk size or
retrieval method. V4 (relevant but lacking detail) is the rarest mid-quality
score, showing minimal variation across setups. Overall, the analysis reveals a
clear hierarchy, with V1 dominating and V5 increasing significantly in optimal
configurations, underscoring the importance of leveraging larger contexts and
post-processing for high-quality responses.

Embedding Model Comparison

The comparison between Multi-lingual and Ada embedding models reveals
that both perform similarly in handling low-quality responses (V1), with no
significant difference in their ability to filter irrelevant answers. However, the
Ada model demonstrates a clear advantage in generating perfect responses
(V5), particularly at larger chunk sizes and with post-processing. For example,
in the C1024-D-PP configuration, Ada achieves V5 = 8 compared to Multi-
lingual’s V5 = 1, showcasing its ability to leverage larger contexts for highly
refined outputs. Post-processing benefits the Ada model more significantly,
redistributing responses into V5, while the Multi-lingual model tends to shift
low-quality responses (V1) into somewhat relevant but inaccurate responses
(V2). Both models produce few mid-level responses (V3 and V4), with no
distinct advantage for either. Overall, the Ada model’s ability to consistently
improve high-quality responses with post-processing and larger chunk sizes
makes it more effective than the Multi-lingual model for achieving precise and
well-aligned results.

Insights

o Best Configuration: For the Ada model, the C1024-D-PP configura-
tion achieves the highest V5 score of 8, showcasing its ability to leverage
larger context and post-processing for precise and accurate responses.
The combination of dense retrieval and post-processing makes this con-
figuration the most effective.

o« Worst Performance: The C256-H-NPP configuration in the Multi-
lingual model demonstrates weak performance, with a high frequency
of V1 responses (18) and a low V5 score (4), reflecting the challenges of
limited context and the absence of post-processing in hybrid retrieval.
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e Chunk Size Impact: Larger chunk sizes, particularly C'1024, signifi-
cantly enhance performance for both models by increasing V'5 scores and
reducing low-quality responses (V1). Smaller chunk sizes (C'256) strug-
gle to provide sufficient context, resulting in higher V'1 scores and fewer
perfect responses (V5).

e Model Comparison: The Ada model outperforms the Multi-lingual
model in generating perfect responses (V5), especially at larger chunk
sizes and with post-processing. While both models handle low-quality
responses (V1) similarly, the Multi-lingual model redistributes more re-
sponses into V2 and struggles to achieve the refinement and precision
seen in Ada.

o Post-Processing Effect: Post-processing has a stronger impact on the
Ada model, significantly increasing V'5 scores and refining responses, par-
ticularly in dense retrieval configurations. In contrast, post-processing in
the Multi-lingual model often redistributes V'1 responses into V2 without
achieving similar gains in V5.

4.3.4 Technical Terminology Observation

Upon a comprehensive analysis of the questions across all three types (random,
text-based, and table-based) that received a correctness score below 4 (classi-
fied as incorrect), it was observed that a significant portion of these questions
contained technical terminologies.Table 4.6 shows the comprehensive analysis
of the questions showing the percentage of incorrect answers with technical
terminology.

Abbreviations:

o PQT: Proportion of questions containing technical terminology.
« PTIR: Proportion of total incorrect answers
o PIRTT: Proportion of incorrect answers involving technical terminology.

o PPIAIR: Percentage of incorrect answers with technical terminology /
total incorrect answers percentage.

The data indicates a strong correlation between the use of technical terminol-
ogy and the proportion of incorrect answers across various question types (ran-
dom, text-based, and table-based) for both Multilingual and Ada categories.
Questions with more technical terminology contribute to a larger share of the
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Multilingual
Metric | Random Questions | Text-based Questions | Table-based Questions

PQT 37.50% 60.00% 66.67%

PTIR 47.50% 63.33% 60.00%
PIRTT 30.00% 46.67% 43.33%
PPIAIR 63.16% 73.68% 72.22%

Ada
Metric | Random Questions | Text-based Questions | Table-based Questions

PQT 37.50% 60.00% 43.33%

PTIR 37.50% 33.33% 53.33%
PIRTT 25.00% 23.33% 36.67%
PPIAIR 66.67% 70.00% 68.75%

Table 4.6: Technical Name Analysis for Multilingual and Ada Questions

total incorrect answers (PTIR), especially in text-based and table-based for-
mats. Additionally, the PIRTT(Proportion of Incorrect Responses Involving
Technical Terminology) and PPIAIR (Percentage of Incorrect Answers with
Technical Terminology relative to Total Incorrect Answers) metrics empha-
size that a significant portion of errors arises from the presence of technical
terms, particularly in structured formats like table-based questions. This trend
highlights the challenges posed by technical terminology, which increases the
likelihood of incorrect answers. This is likely due to the embedding model’s
limitations in understanding specialized terms and accurately retrieving the
relevant information from the database. The complexity of handling tabular
data further exacerbates this issue, leading to a higher rate of incorrect an-
swers. In cases where sufficient information is not available, the LLM returns
a response indicating, "I cannot help you as I do not have information," rather
than generating incorrect answers.

4.4 SQL-Based Retrieval for Tabular Data

The analysis of table-based questions revealed significant challenges in handling
tabular data effectively. Representing such data using a markdown format
proved suboptimal, as it failed to capture the structure and complexity of the
tables. To address these limitations, one potential solution is to implement an
SQL-based retriever, which is better suited for managing and querying tabular
data.

During the exploration of SQL retrieval as a potential solution for challenges
related to table-based data, access to the data from Dieffenbacher was no longer
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available due to the conclusion of the collaboration. To overcome this limita-
tion, three industrial tabular datasets were created, consisting of 50 question-
answer pairs each, generated using ChatGPT-4 and converted into SQL for-
mat. A critical requirement for these generated datasets was the inclusion of
technical terminology to replicate the style and complexity of the original data
from Dieffenbacher. This approach ensured an effective evaluation of the SQL
retrieval method capability to handle technical terminology and tabular data
challenges. The results were remarkable, achieving 90% correctness, demon-
strating that SQL retrieval is a viable solution for addressing tabular data
retrieval issues.

4.5 Agent-Based Solution

In real-world scenarios, queries are not inherently categorized as text-based
or table-based, which poses a challenge in selecting the appropriate retrieval
method. To address this issue, an intelligent agent was used to dynamically
decide whether to employ a text-based retriever or an SQL-based retriever,
based on the nature of the query.

A prototype of this pipeline using agent was implemented and evaluated us-
ing data from Infineon Technologies AG and Institute for Power Electronics
and Electrical Drives, RWTH Aachen University [2019], a publicly available
dataset. The tables from the dataset were extracted and transformed into
an SQL database using ChatGPT. Subsequently, 100 question-answer pairs
were generated from the text data and another 100 pairs from the tabular
data. These were used to test the agent’s ability to accurately determine the
appropriate retrieval method for each query.

Correctness values | Table-Based | Text-Based
V1 44 17
V2 24 4
V3 3 9
V4 6 26
V5 23 44

Table 4.7: Results Based on Agent for Tabular and Text Queries

Table 4.7 highlights distinct trends in agent performance for table-based and
text-based queries, revealing a significant gap in effectiveness. For table-based
queries, 44% of responses were irrelevant (V1), while only 23% achieved perfect
answers (V5). High-quality responses (V4 and V5) accounted for 29%, but a
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majority (68%) fell into low-quality categories (V1 and V2), indicating weaker
performance overall. In contrast, text-based queries demonstrated stronger re-
sults, with only 17% irrelevant (V1) and 70% achieving high-quality responses
(V4 and V5). Perfect answers (V5) were significantly higher for text-based
queries (44%) compared to table-based queries (23%), emphasizing their supe-
rior accuracy and relevance. This performance disparity highlights the agent’s
difficulty in effectively handling table-based queries, while its handling of text-
based queries reflects better alignment with user expectations and a greater
capacity for generating precise and relevant answers.

This analysis underscores the agent’s ability to distinguish between text-based
and table-based queries, with high-quality responses (V4 and V5) reaching
70% for text data but only 29% for tabular data. This capability makes the
agent-based approach a viable solution for building a RAG pipeline tailored for
industrial data. By classifying questions accurately, the agent can dynamically
select the correct retriever, ensuring improved precision and relevance across
diverse query types.

Achieving high correctness scores (V4 and V5) remains challenging,

4.6 Summary

This chapter presents the evaluation outcomes of the developed RAG system,
focusing on both automated and manual assessments. Automated evaluations
leverage a judge LLM to measure the system’s performance in generating con-
textually relevant and coherent answers. Manual evaluations assess the sys-
tem’s ability to handle specific types of queries, including random, text-based,
and structured tabular questions. The results reveal a predominant occurrence
of low correctness scores (V1 and V2), indicating inaccuracies and highlighting
the system’s struggle to achieve high correctness scores (V4 and V5), primarily
due to the complexity of the industrial data.

The chapter also examines the SQL-based retriever as a potential solution
to address challenges associated with tabular data. Additionally, it explores
agent-oriented approaches as practical implementations of the RAG system in
the industrial domain, focusing on the agent’s ability to dynamically select the
appropriate retriever based on the nature of the query.
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Chapter 5

Challenges and Solutions in

RAG Pipelines for Industrial
Data

Developing a Retrieval-Augmented Generation (RAG) pipeline for industrial
data presents a unique set of challenges due to the complexity, variability,
and specificity of the domain. This chapter explores these challenges and
discusses potential solutions to improve the performance and applicability of
RAG systems for industrial use cases.

5.1 Challenges

The challenges encountered during the development of a RAG pipeline for in-
dustrial data stem from the inherent complexity of the domain. These include
dealing with heterogeneous data formats, ensuring retrieval accuracy, creating
effective evaluation mechanisms, and customizing models to handle domain-
specific requirements. Each of these aspects demands careful consideration
and innovative approaches to build a robust system.

Data Complexity and Structure

Industrial data comes in heterogeneous formats, including text, tables, dia-
grams, and images, making standard processing difficult. The technical and
domain-specific language used adds another layer of complexity, requiring spe-
cialized embeddings. Additionally, long documents demand efficient chunking
strategies to maintain context without losing critical information, which is
crucial for accurate retrieval and generation.
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Retrieval Accuracy

Retrieving relevant information from table-based data poses significant chal-
lenges, as such structures are often difficult for retrieval models to interpret.
Ambiguous user queries further complicate the retrieval process, as they require
understanding and precise matching to contextually relevant information.

Evaluation and Benchmarking

Evaluating the quality of generated responses in highly specialized industrial
contexts is challenging. Standard metrics often fail to capture the nuances
of domain-specific accuracy and relevance, necessitating the creation of cus-
tomized evaluation frameworks tailored to the specific use case.

Customization and Fine-Tuning

To achieve optimal performance, significant fine-tuning on domain-specific
data is required. Handling complex edge cases, such as rare events or highly
specialized queries, further increases the complexity, as generic solutions often
fail to address these effectively without detailed customization.

5.2 Proposed Solutions

To address the previous mentioned issues, several solutions have been proposed
for future work, each targeting specific areas of improvement. These solutions
aim to enhance retrieval accuracy.

Table-Specific Retrieval Mechanisms (SQL)

One of the key challenges was retrieving data effectively from structured
sources, such as tables. To tackle this, SQL-based retrieval mechanisms were
proposed. By leveraging SQL’s structured query capabilities, the RAG pipeline
can handle complex table-based queries with greater precision, improving its
overall performance in this area.

Fine-Tuning Embedding Models for Domain-Specific Language

To ensure the embedding models capture the nuances and specialized termi-
nology of industrial data, fine-tuning was identified as a critical solution. By
adapting the embedding models to domain-specific language, the system can
generate more accurate and relevant results for industry-specific queries.
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Fusion Based Retrieval (Tables + Text)

Fusion Based retrieval mechanisms was proposed to handle queries involving
both text and table-based data. This approach allows the RAG pipeline to
combine and process information from multiple data formats, providing a com-
prehensive response that bridges the gap between structured and unstructured
data sources.

Hyperparameter Fine-Tuning

Optimizing the pipeline’s performance required fine-tuning several hyperpa-
rameters, including chunk size, the number of retrieved nodes, and post-
processing settings. Adjusting these parameters ensures a balance between
computational efficiency and retrieval accuracy, ultimately enhancing the over-
all functionality of the RAG system.

Multi-Modal based retriever

One type of data not explored in this thesis is image data. Integrating a multi-
modal retriever into the RAG pipeline to incorporate image analysis could
significantly enhance its capabilities. Images, such as machine diagrams, often
contain valuable information that could enrich the RAG pipeline’s performance
and provide deeper insights for more comprehensive retrieval and generation.

5.3 Conclusion

This thesis explored the development and implementation of Retrieval-
Augmented Generation (RAG) systems in addressing the complexities of in-
dustrial documentation. Chapter 1 introduced the challenges faced by tra-
ditional retrieval systems and large language models (LLMs), particularly in
dealing with heterogeneous, multilingual, and unstructured industrial datasets.
It highlighted the promise of RAG systems in bridging these gaps by combining
the retrieval of relevant external knowledge with advanced generative capabil-
ities.

Chapter 2 provided a detailed review of related work, tracing the evolution
of information retrieval methodologies and their integration with transformer-
based LLMs. It also evaluated the metrics for assessing RAG systems, em-
phasizing their importance in balancing retrieval accuracy and generation rel-
evance. This chapter established a strong theoretical foundation for the re-
search.
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Chapter 3 delved into the system architecture of the RAG pipeline, explaining
its key components, including data extraction, embedding models, and LLM
integration. By detailing the adoption of tools like LlamaParse and embedding
models capable of handling multilingual data, this chapter highlighted the
critical innovations necessary for effective RAG implementations in industrial
contexts.

Chapter 4 presented the evaluation results of the RAG pipeline, utilizing
automated and manual methods to measure performance against predefined
benchmarks. The findings demonstrated significant improvements in retrieval
accuracy and generation quality, showcasing the effectiveness of the pipeline
in handling knowledge-intensive tasks with diverse data types and formats.

Chapter 5 addressed the challenges encountered during the development of
RAG pipelines, such as data complexity, retrieval accuracy, and fine-tuning
for domain-specific requirements. Proposed solutions, including table-specific
retrieval mechanisms and multi-modal retrieval approaches, were discussed,
paving the way for further enhancements in RAG systems.

In conclusion, this research illustrates the transformative potential of RAG
systems in industrial environments, where timely access to accurate and con-
textually relevant information is critical. By addressing key challenges and
proposing innovative solutions, the study lays a solid foundation for future
advancements in the field of Retrieval-Augmented Generation, enabling indus-
tries to harness the full potential of modern NLP technologies for operational
efficiency and decision-making.
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