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Abstract

User Interfaces (UIs) and their design are an integral part of the User Experience (UX)
of mobile applications and the preference of users to choose one app over another. While
it is an important part of mobile application development, it is often a complex and time-
consuming task for the developer to come up with an aesthetic UI design. Therefore,
automating or assisting this task is a relevant topic that has been researched extensively.

This thesis explores the metric-guided generation of UIs to ensure that the generated
UIs conforms to users’ expectations in terms of aesthetics. Different generative processes
are explored that are guided by a Convolutional Neural Network (CNN) that predicts
how users will rate aesthetics. This predicted metric is used as a score which is optimized
in a gradient descent pipeline. A key problem is the optimizer "learning" weaknesses in
the metric predictor that increase the metric without meaningfully changing the actual
UI. Despite exploring many different generative processes and testing a large number of
hyperparameters, this problem could not be overcome.
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Chapter 1

Introduction

In recent years smartphones have become increasingly indispensable for almost everyone.
Most interactions with these smartphones happen through apps. Today, the Operating
System (OS) Android has a market share of around 80% of the global smartphone
market [4]. Accordingly, most applications are retrieved or downloaded via the Google
Play Store, which currently holds around 2.5m different apps [5]. Users can interact
with the applications using Graphical User Interfaces (GUIs). While common design
principles, such as Material Design 1, vastly different designs still exist. Users usually
prefer an application with an appealing design over an application with an inferior UI
design, even when its usability is rated lower [6].

1.1 Motivation

UI design is one of the most important factors for a user’s decision to choose one appli-
cation over another since it is the primary way a user interacts with the application and
the UX is heavily influenced by this [7]. UI Design consists of multiple different compo-
nents, which include color scheme, font choices, layout, and size of UI elements. Utilizing
an aesthetically pleasing user interface for the application while simultaneously setting
it apart from similar applications is therefore an important factor in the application be-
ing successful and adopted by a large user base. Although common design guidelines,
especially OS-specific ones, exist, developers might want to use a more customized UI
to stand out across all applications.

Through UI design tools like Figma 2, it gets easier to create UIs for apps and websites.
However, designing visually pleasing UIs still proves to be a complicated task, especially
since these metrics are highly subjective [8]. This challenge becomes even more significant
when considering the impact initial impressions of a UI can have on the users’ perception
and on the willingness to stay on the website or the mobile app [9]. Automating the
task of creating UI or providing assistance through automatic algorithms is therefore a
worthwhile topic. An end-to-end process of creating UIs, or at least optimizing existing
ones, can reduce time and effort.

The UI design process is divided by the Design Council into four separate sections:
Discover, Define, Develop, Deliver [10]. This division is also discussed in the next sections.
While all of the steps are time-consuming, this research will primarily focus on the
“Develop” section, since the layout and design choices are made mostly during this stage.

There are numerous ways to assist developers and UI designers in this process. This
thesis focuses on the task of deciding on a layout for all UI components. The choice of
this subproblem is advantageous as the amount and type (Buttons, Text boxes, etc.) ofUI

1https://m3.material.io
2https://www.figma.com/
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1.2 Problem Definition

components is usually already predetermined and dictated by the functionality. Other
design components, such as font and color, are often constrained by corporate design or
similar guidelines.

As previously discussed, Artificial Intelligence (AI)-assisted UI design can provide
meaningful help in the design process. Thus, different processes and generative techniques
for automated UI design have been researched [2, 11] in this area. While these approaches
leverage datasets consisting of existing UIs to train generative models, this generation
can be considered unguided, meaning that some initial requirements can be specified
(e.g. amount and type of input elements), but the final generation is not refined in any
way. This thesis focuses on an iterative improvement of the generated UI with a focus on
perceived aesthetics instead of technical metrics such as alignment measures. With this
approach it is ensured that the final generated UI actually conforms to user expectations
in terms of aesthetics.

1.2 Problem Definition

The main objective of this thesis is to create a methodology that creates a layout for
existing UI elements that is aesthetically pleasing. This could either be used directly
when no prior layout exists or as a mechanism to provide alternative designs if a layout
already exists. What users consider aesthetically pleasing should be predicted by a
model, trained on annotated screenshots of UIs. To optimize a given UI, which is stored
in a latent representation from which it can be rendered and graded by the aesthetics
predictor, the predicted score is optimized via a gradient descent pipeline.

Another challenge explored by this thesis is the segmentation of existing user interfaces
if no prior segmentation exists. After a UI has been segmented, it can then be passed to
the aforementioned process to create an optimal layout. This part is therefore also an
integral part of the central problem discussed, however, initially only pre-segmented UI
datasets will be used.

Additionally, the task of (automatically) predicting how users perceive UIs is explored
as the central grading mechanism used to guide the layout generation process. Different
existing approaches for this task are compared for their applicability in this use case.

1.3 Contributions

With this thesis, we present a nouveau approach to metric-guided UI generation. This
is done in an experiment setup that ensures the generated UIs conforms to users’ UX
expectations. Additionally, we contribute a fine-tuned Stable Diffusion (SD) model which
can be used to generate images of UIs based on a text prompt3 The dataset used to
train this model, which contains text-image pairs is also made available.4 Furthermore,
we present a VAE architecture used to create a latent representation of UI layouts. The
code for this thesis is publicly available.5

3https://huggingface.co/mowoe/stable-diffusion-v1-4-rico-blip-large-conditioned
4https://huggingface.co/datasets/mowoe/rico-captions-blip-large-conditioned
5https://github.com/mowoe/bachelorthesis
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1.4 Results

1.4 Results

Different model architectures for predicting the perceived aesthetics of UIs have been
explored. While all of them showed promising accuracy results during training and
evaluation, this did not translate to the actual use case of them in this thesis, which is the
usage as a metric for an optimizer. The optimizer quickly “learned” weaknesses present
in the predictor models and exploited them which caused the predicted score to increase
rapidly without changes in the generated UI reflecting or justifying the higher score. This
can be considered to be an accidental adversarial attack against the predictor models.

1.5 Structure

The thesis is structured in the following way. Section 2 provides a theoretical background
for the techniques used that allows the reader to understand the proposed concepts.
Chapter 3 discusses research efforts related to the one presented in this thesis. After that
Chapter 4 goes over the performed experiments and showcases the results individually.
Finally Chapter 5 summarizes the key results of this thesis and gives an outlook into
future work.
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Chapter 2

Background

2.1 Machine Learning

This chapter provides the reader with background information on a selection of machine
learning concepts used throughout this thesis. While the scope of all important concepts
is too large to include them in this thesis, this chapter aims to focus on the most
important concepts.

2.1.1 Gradient Descent

This section provides the reader with the necessary background information about gra-
dient descent, which is central to the metric-guided optimization part of this thesis.

Gradient Descent is one of the integral building blocks of modern machine learning[12].
It allows models to learn from data and be optimized with regard to a cost function,
such as a loss, through an iterative process. Most classic machine learning models can
be written as some equation containing parameters and variables. The goal is to find
a set of parameters for this equation such that the cost function is minimized across
the training data. While the entire model can be viewed as a single equation, the same
holds true for the cost function. If we consider the very basic prediction problem that is
defined by a dataset created with f(x) = 2x, we can define a model with one parameter
θ and one variable x as

m(x) = θ × x (2.1)

If we want to optimize the parameter θ, we can use the common loss function Mean
Squared Error (MSE), which measures, as the name suggests, the mean squared deviation
from each datapoint in the training set:

MSE = 1

n

n

∑
i=1

(yi − ŷi) (2.2)

with n being the size of our training dataset, yi being the real value (yi = 2 × x in this
case) and ŷi being the predicted value (ŷi = θ × x in this case). The next step is to view
MSE not as a function of ŷi but of θ, which is done by substituting ŷi with m(x):

MSE(θ) = 1

n

n

∑
i=1

(yi − (θ × xi)) (2.3)

The core idea behind gradient descent is to differentiate this parameterized loss function
with regards to the trainable parameter [12]. With this differentiation, the gradient at
the current parameter point is retrieved. This point is part of whats considered to be the
"loss landscape" in which the optimization happens. If the direction (or rather the sign)
of the gradient is inverted, the direction in which the parameter needs to be modified to
decrease the loss is retrieved [12].

5



2.1 Machine Learning

In the case of a model/equation which is dependant on multiple parameters, the loss
function needs to be partially differentiated with regards to each parameter individually.

After the gradient (i.e. the direction), in which the parameter(s) needs to be modified,
in order to decrease the loss, is retrieved, the optimization can be performed. The
optimization step is described as

θ′ = θ − α∂ MSE(θ)
∂ θ

(2.4)

with α being the learning rate. This additional training (hyper-)parameter controls the
size of the modification to the parameters and is a crucial component of the training
process. If the learning rate is chosen too small, the model might not converge fast
enough and if it is chosen too large, the optimal parameters are possibly never found, as
they are "skipped over" [12].

In practice, the loss calculation and optimization is not always performed for each
training sample individually, but for a number of examples at once. This is considered
Batch Gradient Descent (BGD).

Besides these basic optimization algorithms, there are a number of other more complex
algorithms, which all rely more or less on these basic constructs. These include

• Adam [13]

• Stochastic Gradient Descent (SGD) [14]

• AdamOnLion [15]

This optimization process can not only be used for training model parameters, but also
for optimizing the result of some generative process with regards to a metric, such as
optimizing the prompt for generating an image such that the image conforms to some
predefined metric, e.g. amount of the color blue.

2.1.2 Differentiable Image Translation

As is described in Section 2.1.1, to optimize a parameter with regards to a metric, the
calculation of the metric on the basis of the parameter is differentiated. The implication
of this is that the entire computation must actually be differentiable. For most opera-
tions, this is relatively straightforward, although not always as canonical as in a simple
multiplication (e.g., in the case of clamping). A central operation, which is used in sev-
eral stages of this thesis, that is however not differentiable, is the placing of smaller im-
age segments on a larger canvas. Mathematically, this operation can be seen as indexing
a matrix and overwriting the (pixel) values already present there. However, this is not
differentiable with regards to the index itself, which is the parameter to be optimized.

To avoid this problem, the process of affine transformation is used throughout this
thesis. The main concept behind this transformation is the use of a 3 × 3 matrix, called
the affine matrix, to control the transformation of an image. One of the key properties
of the affine transformation, is that parallel lines in the original image will always stay
parallel in the resulting image. The transformation consists of a linear transformation
and a translation (shifting each point by a vector).

6



2.1 Machine Learning
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⎞
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Figure 2.1: Standard Transformations With Affine Matrices

Formally, the transformation can be written as matrix multiplication with an aug-
mented matrix (linear transformation) and vector (translation):

M =
⎛
⎜
⎝

a11 a12 ∣ b1
a21 a22 ∣ b2
0 0 ∣ 1

⎞
⎟
⎠

(2.5)

which is equivalent to

y = Ax + b (2.6)

With this setup, a variety of different standard transformations can be created: For
this thesis, the horizontal translation is the most important one. With this translation,
the placement of image segments on a bigger canvas can be realized while keeping
differentiability. Both vy and vx can be used as parameters for moving the segment on a
blank canvas around. When applying the translation for multiple segments individually
and then stacking the resulting images on top of each other, multiple segments (e.g. UI
elements) can be arranged on a canvas.

7



2.2 Convolutional Neural Nets

2.2 Convolutional Neural Nets

This section provides the reader with high-level concepts related to CNNs and briefly
discusses the necessary background information to understand their usage in this thesis.
CNNs are primarily used throughout this thesis as predictors for various metrics for
which a given UI is optimized for. The models output is subsequently used as a cost/loss
function used in the gradient descent process.

Originally presented in LeCun et al. [16], CNNs are a class of Neural Networks (NNs)
which have been modeled after the visual cortex of animals and are designed to learn
spatial hierarchies in images. Although the concept of CNNs dates back to the 1990s,
the emergence of powerful GPU architectures and larger datasets have helped CNNs
to gain popularity in most vision-related machine learning tasks. After AlexNet was
presented in 2012 by Krizhevsky et al. [17], which achieved a new state-of-the-art score
in the popular image recognition challenge "ImageNet Large Scale Visual Recognition
Challenge" (ILSVRC) [18], CNNs have become the de-facto standard for object detection
tasks.

2.2.1 Neural Nets

To understand the concept of CNNs, a basic understanding of NNs is necessary. In essence,
a NN consists of multiple matrices, called "layers", which are made up of a fixed number
of trainable weights. These layers are then chained together and an input value, often
also a matrix, is multiplied with each layer sequentially [19]. This process can be viewed
as if each weight in a layer was a singular entity, sometimes called a "Neuron", which
has a connection to each Neuron in the following layer. This connection is the trainable
parameter, which is just a factor that the output of the neuron gets multiplied with,
before it is passed to the next layer. In each neuron, all incoming "signals" are then just
summed up. What is taking NNs beyond just being a more complex linear calculation,
are activation functions [19]. These activation functions introduce nonlinearity into the
NN when they are added to the output of a layer. While a lot of different activation
functions exist, one of the more common ones is the sigmoid function [20], which maps
all x values into the interval [0,1], which can be seen in Figure 2.2. This nonlinearity

−6 −4 −2 0 2 4 6

0.5

1

σ(x)

Figure 2.2: Sigmoid function

is what allows NNs to learn complex non-linear relationships in data. Additionally to
these simple NNs, larger models, called Deep Neural Networks, with essentially the same
architecture are used for more complex problems [19].

8



2.3 Diffusion Models

2.2.2 Architecture

Instead of the common linear layers (sometimes referred to as "fully connected layers"), of
which common NNs are constructed, CNNs consist of convolutional layers. These layers
consist of a learnable filter, known as the "kernel", which revolves over the input image,
during which the dot product of each individual pixel, along with the pixels around it, with
the kernel is computed and passed to the next layer. Through this process, a feature map
is created which is able to capture high-level spacial data, like edges, in images. Similarly
to conventional NNs, activation functions are used to introduce nonlinearity into the
model. For CNNs, the most commonly used function is Rectified Linear Unit (ReLU):

ReLU =max(0, x) (2.7)

Since most CNNs are used for classification tasks, the final layer in such models is often a
softmax layer, which converts the raw values into probabilities, representing the likelihood
of each class.

2.2.3 Common Convolutional Neural Net Architectures

Since the inception of AlexNet [17], multiple more advanced model architectures have
been presented. These include:

ResNet: Presented in He et al. [21], ResNet (short for "Residual Networks") introduced
the concept of residual layers, which create connection skipping layers, enabling the
training of very deep networks, normally suffering from vanishing gradients.

VGG-Net: Originally presented in Simonyan and Zisserman [22], VGG-Net pioneered
the usage of 3×3 kernel sizes throughout the network and achieved state of the art scores
in common object detection challenges, such as ILSVRC [18].

GoogLeNet: Presented in Szegedy et al. [23], GoogLeNet, codenamed "Inception",
introduced the concept of chaining multiple different filter sizes in order to learn multi-
scale features.

By removing the final layer in these models, which produce the classification logits,
and replacing it with a new layer that only has one output value, these pre-trained
models can be fine-tuned for a different metric, such as aesthetics. This is the primary
way CNNs are used in this thesis.

2.3 Diffusion Models

This section provides the reader with the concept of Diffusion Models (DMs) and nec-
essary background information to understand the associated concepts. As DMs are not
integral to the key results of this thesis, only a brief overview will be given, allowing the
reader to have a general intuition for what diffusion is.

2.3.1 Introduction to Diffusion Models

DMs, as introduced originally by Sohl-Dickstein et al. [24], are a category of generative
models that use two Markov chains to transform a data distribution, like Gaussian Noise,
into a target data distribution. This is done in two distinct phases where noise is first
subsequently added to the data and after that a denoising process, which has been trained

9
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on removing the noise again, removes it again. This denoising process has been optimized
during the training phase by generating random noise, overlaying it on top of an existing
image and training a model to predict this "noise residual" which has to be removed from
the combined image in order to retrieve the original image again. A reconstruction loss is
used to compare the original image and the image with the noise residual removed. With
this two-phased process, DMs can generate data fitting to the desired target distribution.

2.3.2 Architecture

As previously described, DMs generate data by first destroying structure in existing data
and then trying to reverse this process by removing noise [24]. Both of these processes
can be thought of as trainable markov chains [25].

By keeping the steps in the noise adding process T relatively small, the otherwise
complex task of predicting the previous data structure in the reverse process becomes
manageable [24].

Generally speaking, the forward markov chain is called the "noise scheduler" and the
reverse process is called the "denoiser".

2.3.2.1 Noise Scheduler

The noise scheduler is the forward process of a diffusion model and what controls the
noise addition in each step. During training of the model, this part of the model learns
the amount of noise added to the image in each step.

Mathematically speaking, the noise scheduler controls the variance of gaussian noise
added in each timestep [25]:

xt =
√
αt ∗ x0 +

√
1 − αt ∗ ϵt (2.8)

with x0 being the original image, xt the image with added noise up to timestep t and
αt the cumulative product of αs up to timestep t. The most important part is et, the
gaussian noise sampled at timestep t with variance βt. The core parameter of the noise
scheduler is the variance βt, defining the noise scheduling in each step with

βt = 1 −
αt

αt−1
(2.9)

Different noise scheduling strategies exist, which include linear or cosine trajectories for
the noise variance in each step [26].

2.3.2.2 Denoiser

The denoising process is effectively the inverse of the noise scheduler. It consists of
iteratively removing the noise again, which was added in the previous steps. To do this,
the noise residual is predicted in each step and then removed from the image:

xt−1 =
xt −
√
βt ∗ ϵθ(xt, t)√
αt−1

(2.10)

with ϵθ(xt, t) being the prediction of the noise residual for a timestep t. This step is done
until t = 0 and the final image is retrieved again.
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Figure 2.3: StableDiffusion architecture, reproduced from [1]

x Encoder z Decoder x̂

Figure 2.4: Conventional Auto Encoder

2.3.3 Stable Diffusion

Presented in Rombach et al. [1], StableDiffusion is one of the most widely known diffu-
sion model architectures. While its architecture, shown in Figure 2.3, contains multiple
additional elements and is more complex, it still relies on the basic concepts described in
Section 2.3.2. StableDiffusion will be the primary model used in experiments leveraging
DMs throughout this thesis.

2.4 Variational Auto Encoders

This section presents VAEs and provides the reader with the necessary background
information to understand how VAEs work and how they are leveraged in this thesis.

As the name implies, VAEs are similar to conventional Autoencoders. The primary
goal is to translate some data X into a latent space and then reconstruct X from this
latent space, usually denoted as X̂. In most Autoencoder applications, the latent space
z is fixed and defined prior to training. Conventional Autoencoders can be seperated
into two parts: (1) the encoder and (2) the decoder. Both of these modules are NNs
which subsequently translate the input data into a latent space. The decoder can be
viewed as the inverse of the encoder, both figuratively and in a technical sense. However,
it is worth to note that they do not share the same weights. Conventional Autoencoders
are usually used for graphical data like images. Hence, the model architecture mostly
consists of convolutional layers.
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Figure 2.5: Variational Auto Encoder

Figure 2.4 illustrates the encoder and decoder part as well as the input data X and
decoded data X̂. The delta between X and X̂ is considered the reconstruction loss
during training and the main metric to be optimized for. While this model architecture
is well suited for the task of mere reducing the dimensionality of input data, it has a
major drawback when trying to create new data, i.e. sample from the latent space. Since
the Autoencoder has been trained on specific training data, generating new data is not
something it was optimised for. If the latent space is sufficiently large, it might even
lead to overfitting [27], which, for this model architecture, means in the case of images
that each training example gets a discrete point assigned in the latent space, effectively
creating a dictionary, rather than an encoder. This causes the latent space to consist of
some discrete data points corresponding to the training data but without any meaningful
data in between. This data in between is generally regarded as “noise” since it does not
produce any meaningful data when passed to the decoder.

This is where the VAE shows large performance improvements over a conventional
Autoencoder [28]. The key difference between the two models is the lack of a fixed latent
space and the usage of a distribution instead. While the VAE architecture also uses the
two-part encoder and decoder architecture, the two elements are not directly connected.
Instead, the encoder has two outputs: (1) a mean µ and (2) a standard deviation σ. These
describe a distribution inside of the latent space, the dimensionality of which is again
predefined prior to training. During training, a datapoint is passed to the encoder, which
produces the parameters for a gaussian distribution. A data point from this distribution is
then sampled and passed to the decoder, after which the reconstruction loss is calculated.
This causes the VAE to be inherently nondeterministic. Additionally to the expected
capabilities, encoding and decoding with minimal reconstruction loss, the VAE also
learns the distribution of all possible z vectors, that is, all vectors that generate plausible
data points when passed to the decoder. This distribution is considered to be the prior
distribution pθ(z). The encoder subsequently learns the posterior distribution pθ(z∣x)
and the decoder learns the likelihood distribution pθ(x∣z). To generate a new datapoint, a
vector z∗ is sampled from pθ(z), and a decoded x is created via the likelihood distribution
x = pθ(x∣z = z∗). Since the actual parameter θ is unknown, only an approximation ϕ with
distribution qϕ(z∣x) can be reached during training. To get closer to the actual parameter
during training, the Kullback Leibler Divergence would be used. However, this is not
computable since the real parameter is still unknown. Instead, the Evidence Lower Bound
(ELBO) function is used as a loss function [29]. It is comprised of (1) the reconstruction
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loss and (2) the KL Divergence. To reiterate, while the actual KL divergence would be:

DKL(q0∣∣p0) = Eqθ[log
qθ(z∣x)
pθ(z∣x)

] (2.11)

Instead, the ELBO function is used [30]:

ELBO = Eqθ[log p0(z∣x)] −Eqθ[log
qθ(z∣x)
pθ(z)

] (2.12)

With the first part being the reconstruction loss:

LRecon = Eqθ[log p0(z∣x)] (2.13)

During training, the distribution of z is assumed to be N(0,1), which additionally keeps
the latent space from getting too complex, avoiding overfitting.

The key difference between conventional autoencoders and VAE leads to an additional
challenge during the training phase. Since the encoder does not produce a latent vector
directly, but rather the parameters to a distribution, the reconstruction would be non-
deterministic, due to the sampling. This would lead to the process not being differentiable,
making the training of the VAE impossible. To combat this, the training phase employs
a method commonly referred to as the "Reparameterization Trick" [29, 30]. Instead of
sampling z via

z ∼ N(µ,σ) (2.14)

the following trick is used:

z = µ + σ ⊙ ϵ, where ϵ ∼ N(0,1) (2.15)

This leads z to still be random and additionally conform to the distribution. Finally, the
sampling process is differentiable with regards to µ and σ.
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Chapter 3

Related Work

3.1 Prediction of Perceived Aesthetics

Predicting how users perceive the aesthetics of UIs has been the subject of multiple
research efforts [31, 32]. de Souza Lima et al. [32] presented a CNN based on fine-tuned
versions of RESNET, originally presented in He et al. [33], which can reliably predict
how users will perceive the aesthetics of a user interface. The data that the model in
de Souza Lima et al. [32] was trained on consists of parts of the RICO [34] dataset and
a newly created dataset which contains screenshots of applications created with MITs
AppInventor.1

A similar approach was presented in Leiva et al. [31], where different CNN architectures
are compared. Fine-tuned versions of the popular RESNET [33] and DENSENET [35]
architectures and a custom CNN model architecture were evaluated, with the custom
architecture outperforming the fine-tuned models. The custom-architecture-based model,
which was ultimately chosen as the best-performing one, was modified to include factors
such as gender and age into its prediction to improve its performance further. The dataset
used to train the model is part of the LabInTheWild [36] project, which conducts large-
scale online experiments, where users answer different questions to create large datasets.
The original objective of the experiment was to allow users to compare their own tastes
with other parts of the world.2 As the dataset created during this experiment contains
labels (score 1-9) of roughly 400 websites and 32k participants and is therefore fitting
for usage as training data in this task.

Both of the showcased approaches presented in Leiva et al. [31] and de Souza Lima
et al. [32] provide models which are beneficial for a number of different research areas.
In this research, they are primarily used as grading mechanisms for generated UIs.

3.2 UI Generation

In a recent literature review in the area of AI assisted UI generation by Lu et al. [37], the
work in this research area is divided in the four sections of the double-diamond model,
proposed by the Design Council [10] (Figure 3.1).

Since the main focus of this research is on the “Develop” phase of the Double Diamond
process, the emphasis is on related work in this specific phase.

A selection of previous research efforts in the area of automated UI generation, which
can be divided into Generative Adversarial Network (GAN)- and DM-based is showcased
in the following sections.

1https://appinventor.mit.edu
2https://www.labinthewild.org/studies/aesthetics/
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3.3 Non-Subjective Metrics
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Figure 3.1: The Double Diamond Model as proposed by the Design Council

3.2.1 Generative Adversarial Network Based UI Generation

Since the emergence of GANs [38] and their use for image generation has been showcased,
various attempts have been made to use the results for UI generation [11]. In LayoutGAN,
Li et al. [11] proposed a novel GAN which models relationships between graphic elements
of UI to synthesize new UIs. The model produces a wireframe-aligned output which can
then be optimized using a CNN based discriminator.

3.2.2 Diffusion-Based UI Generation

Since Diffusion models gained traction after their initial presented applicability in image
generation in Rombach et al. [1], multiple research efforts have gone into exploring their
capabilities in UI generation [2, 39]. While the increase in popularity of DMs has largely
been due to the emergence of image-creating models such as in Rombach et al. [1], most
approaches leveraging diffusion for UI generation are using a discrete diffusion process,
which, as the name suggests, does not map data into a continuous distribution, like image
data, but rather a discrete feature space. Such a space consists of different properties,
such as UI element type, position, and size. This approach is presented in Zhang et al.
[2] and Inoue et al. [39]. The approach by Zhang et al. [2], called LayoutDiffusion uses a
feature vector to represent a single UI. This feature vector contains sizing and position
information as well as the category for each individual element in the UI. It is then
used in a forward corruption and backward denoising process like it is common for DMs.
The discrete DM is trained on the RICO [34] dataset. Some selected examples of the
unconditional layout generation can be seen in Figure 3.2.

3.3 Non-Subjective Metrics

Besides the previously described metric, aesthetics, which relies purely on human inter-
rogation for labeling UI examples, there are a number of non-subjective metrics that can
be computed purely with the known UI layout. The two most widely known metrics are
Intersection over Union (IoU) and alignment, which have been used by similar research
efforts, such as in Zhang et al. [2]. Both of these metrics are calculated pairwise for two
UI elements and then averaged across the entire UI. These metrics are often used as
benchmarks for automatic UI generation since they are straightforward to calculate for
new data, and their respective “normal” expected values are known for large datasets like
RICO [2, 39, 40]. While these metrics are usually easy to calculate and optimize for, they
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3.4 UI Datasets

Figure 3.2: Unconditional Generation by LayoutDiffusion, reproduced from [2]

do not always align with the actual perceived UX [40]. Due to this, it is desirable to opti-
mize directly for perceived aesthetics. However, this is usually harder to do, since for non-
subjective metrics, the task can be broken down to solve a simple equation, but for per-
ceived aesthetics a robust prediction model as well as a capable optimizer are necessary.

3.4 UI Datasets

While multiple different UI datasets, such as WebUI [41], MUD [42] and Screen2Words [43],
have been presented in the past, this thesis will largely focus on the RICO dataset [34],
due its size and the amount of metadata included in the dataset.

3.4.1 RICO Dataset

The RICO dataset [34, 44] is one of the largest datasets in the UI space. Deka et al. [34]
proposed a mining infrastructure that can automatically download applications from one
of the largest app marketplaces for the Android OS, Google’s Play Store.3 This agent
then runs various simulations of user interactions with the applications. This process
generates a large dataset of user interface traces and layouts. The advantage of this
research is that the dataset is automated and therefore continuously growing. While the
original research is already seven years old, its results are still used in a number of modern
different research fields and approaches, like traditional UI generation [45] and even Large
Language Model (LLM) assisted generation [46], as well as UI design choices studies [47].

As the presented automated agent has direct access to the application’s source code,
allowing for a precise understanding of the code and markup, the dataset not only
provides graphical elements of the applications but also a hierarchical definition of the
UI elements. Thus, the dataset can also be used for tasks that require segmented UIs.
The dataset differs from other UI segmentation datasets, such as in the WebUIProject
[48], as no precision is lost due to imperfect models since the agent has direct access
to the hierarchical segmentation. As a result, the dataset is fitting for tasks where one
objective is the rearrangement of UI elements.

3https://play.google.com
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3.4 UI Datasets

Additionally, Deka et al. [34] presented an autoencoder that transforms a layout of a
user interface into a 64-dimensional latent space, from which a similar UI can be retrieved
again, when “reversing” the autoencoder.

3.4.2 Annotations for RICO

de Souza Lima et al. [32] presented a NN based on a fine-tuned version of RESNET,
which was originally presented in He et al. [33], which can reliably predict perceived
aesthetics of UIs. The presented research includes both a new dataset and a model trained
on it. The dataset consists of Screenshots obtained by the researchers and screenshots
previously presented in RICO [34]. Both the model and the dataset are useful resources
when considering automated layout generation, especially when using automated grading
and evaluation.
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Chapter 4

Methods & Results

This section provides the reader with four different experiments designed to answer the
stated research questions. The last three experiments are similar and directly built on
top of each other. All of the experiments involve

4.1 Diffusion-Based UI Generation

As generative models like StableDiffusion [1] have become ubiquitous, the challenge to
create images from prompts that satisfy the users’ intention has become increasingly
more visible. This, among advances in other generative AI fields, has led to a separate
field known as “prompt engineering”. Past research has shown that this process can be
partly automated by leveraging a metric representing the users’ objective. Such a metric
may be aesthetics. By gradually improving the input to a generative model, the prompt,
with regard to the metric, represented by a predictor model, the generated image gets
closer to an image that satisfies the metric. This process can be considered a generic
gradient descent pipeline [49].

The objective of this thesis is to improve existing UIs, guided by a metric representing
perceived aesthetics. This problem can be considered a special instance of the aforemen-
tioned, already-researched problem. The difference is that the objective is to improve an
existing image and not create an entirely new image. Generative models like StableDif-
fusion not only support the Text2Image task, in which a new image is created based on
random noise but also the Image2Image task, in which a new image is created based on
some initial latents that are retrieved from an existing image. DMs such as StableDiffu-
sion do not operate, directly on the pixel space but rather an intermediate and latent
representation, called latents. The Text2Image pipeline of any SD-based model can eas-
ily be adapted to optimize an existing UI.

In this experiment, we develop a custom generative model based on the StableDiffu-
sion [1] architecture and use its Img2Img pipeline to optimize a screenshot of an existing
image, guided by an aesthetics predictor. This experiment can be divided into 4 tasks:
(1) dataset creation (2) model training (3) metric selection and (4) evaluation.

4.1.1 Dataset Creation

Text2Image models primarily learn the connection between text tokens and images by
using a model like CLIP [50, 51, 52], which maps both in the same latent space. This
model ensures a close cosine similarity between two vectors corresponding to close
semantic meaning. Therefore, a dataset containing pairs of text and images is necessary
for training such a model.
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“a mobile screen showing”

BLIP

“a mobile screen
showing a log in
with your email”

Figure 4.1: Conditioned captioning with BLIP

Due to its performance and amount of past research, StableDiffusion [1] was chosen
as the Text2Image model for this experiment. It is not feasible to train the entire model
“from scratch” specifically for this task, as the amount of parameters is too large. Instead,
a process known as fine-tuning, originally presented for SD in Ruiz et al. [53] is used to
both leverage the existing model weights but also adapt a model to a specific task, in
this case generating UIs. The fine-tuning methodology consists, in essence, of retraining
the U-Net component of SD. However, while the dataset does not have to be as big as
the original dataset used to train the model (which has 5 billion examples [54]), it still
surpasses what a single human could reasonably annotate.

As all of the larger UI datasets, such as RICO [34], WebUI [41], MUD [42] and
Screen2Words [43] were created for a different task and do not contain any text anno-
tations, we use an automatic image captioning approach to create the dataset. Specifi-
cally, the image-text retrieval model BLIP, originally presented by Li et al. [55] is used
to create conditioned captions for images from the RICO dataset presented in Deka et al.
[34], which contains screenshots from various android apps. BLIP allows for conditioned
captioning where an initial string is given and the model completes it. In this case, the
initial string chosen was “a mobile screen showing”. Through this process, we created a
dataset of 66k examples. We have made the dataset publicly available.1

1https://huggingface.co/datasets/mowoe/rico-captions-blip-large-conditioned
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4.1 Diffusion-Based UI Generation

4.1.2 Model Training

With the created dataset, the model Stable Diffusion V1.4 [1] was finetuned using the
described process. We have made the model publicly available.2 The trained model
can be used for simple Text2Image applications. An example of the prompt-to-image
capabilities can be seen in Figure 4.2.

“a mobile screen
showing a log in
with your email”

Figure 4.2: Generated image with fine-tuned model

4.1.3 Metric Selection

The primary target of this experiment and thesis is to optimize existing UIs with regards
to some metric. To allow for automatic optimization of some parameters through a
gradient-descent process, the metric calculation needs to be fully differentiable. As such,
a human feedback mechanism is not feasible. Instead, a predictor model trained on
perceived aesthetics is used. In this case, the model originally presented in Leiva et al.
[31] is used.

4.1.4 Evaluation Setup

To optimize a given UI, the Img2Img functionality of the fine-tuned SD model is used.
The UI is represented as a screenshot and encoded into latents via the SD internal VAE.
Additionally, the Img2Img functionality takes a prompt which will be used by the SD
model to generate data on top of the initial latents. This prompt can be considered to be
the trainable parameter in the gradient descent optimization process. To initialize this
parameter it is key to choose a value that modifies the image only minimally to ensure
the optimization process will in fact start at the initial given UI. As it is not feasible to
search for this optimal initial value for every new UI, an approximation will be used. The
initial prompt will be approximated by interrogating the BLIP model, similar to how
it was done for the dataset creation, showing in Figure 4.3. After the initial captioning,
the retrieved prompt is considered to be a trainable parameter and together with the
previously presented metric, an optimization via gradient descent is performed.

2https://huggingface.co/mowoe/stable-diffusion-v1-4-rico-blip-large-conditioned
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“a mobile screen showing”

SD

BLIP

Figure 4.3: Optimization process with automated initial prompt captioning
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4.1.5 Evaluation

We executed the optimization process described in Section 4.1.4 for multiple examples,
however only one is discussed here as an example. The results can be seen in Figure 4.4.
There are multiple issues visible in this example. First, the image from the initial step is
already not a real UI anymore, since the text and logos are distorted and the color scheme
seems to be not matching. This means that after the first optimization step, the generated
UI is already not representing the initial image anymore. Due to the nature of this
optimization process, it is unlikely, that the generated image will get closer to the initial
image again. This is evidently suboptimal for an optimization problem since the original
image does not get optimized, but rather a completely new image is generated. While
this might be expected for a low-grade DMs, state-of-the-art models, like SD, usually
achieve a performance, that the generated image is visually close to the original image.
While the other issue is that the final image (from step 49) does not represent a real UI
anymore, this is more likely to be able to be improved by different models, optimization
techniques, and other hyperparameters. A common metric for image generation models is
the Fréchet Inception Distance (FID). Essentially this metric compares the distribution
of generated images with a ground truth distribution, which is the distribution of the
“real” images, which are real UIs in this case [56]. Without having to calculate the actual
FID, we know that it is below what is considered to be a good value since the generated
images only very faintly represent a real UI, thus the two distributions have to be far
apart. Due to these described shortcomings, it was decided to not continue the approach
of diffusion-based image generation.

Figure 4.4: Optimization Step 1 and 49

4.2 Optimizing Layout via Latent Space Representation

In order to decrease the complexity of the optimization problem, the space, or rather its
complexity, in which a given UI is optimized, has to be decreased. Since the optimization
directly in pixel space, like it is done in Section 4.1, gives a potential optimizer a space
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possibly too large to meaningfully navigate through, optimization in a more semantic
approach could provide benefits. A more semantic approach being the optimizable pa-
rameters actually having meaning on their own, e.g. position, size, and color, as opposed
to pixels, which don’t hold any information on their own. This experiment solely focuses
on optimizing the layout of a UI. The goal is to create a process that receives a num-
ber of UI elements (buttons, text inputs, images, etc.) and outputs a finished layout on
a blank canvas for these elements. The process again leverages a gradient descent style
optimization process which uses a prediction model as the metric to be optimized for.

4.2.1 Data

The main source of data for this experiment is the RICO [34] dataset. It contains
screenshots of mobile application UIs along with semantic information about the elements
they consist of. This includes information about at which position the elements are to
be found. This allows for an automatic segmentation of the user interface and therefore
the deconstruction of a given UI into its components. The base data for this experiment
consists of segmented screenshots, i.e. smaller images that contain only one UI element.
During optimization, these smaller images will be placed onto a blank canvas and moved
around according to the optimization of some metric.

4.2.2 Metric

As the main source of data in this experiment is mobile UIs, an aesthetics predictor
specifically designed for mobile UIs is necessary. In this case, the metric and predictor
presented in de Souza Lima et al. [32] was chosen. This metric has been created by
conducting a user study in which 2k screenshots of mobile UIs were rated for their
aesthetics on a scale of 1-5, with 5 being the highest rating. The rating for the UIs is then
averaged across all participants for one UI and the resulting value is then considered to
be the score for a UI. Additionally, de Souza Lima et al. [32] also presented a predictor
model specifically for this dataset. While multiple different model architectures were
explored, the best-performing model was found to be a finetuned version of ResNet50 [33].
The fine-tuned model is modified to only have a singular output logit instead of the full
output layout. This final layer is the only part that we specifically trained.

4.2.3 Evaluation Setup

To optimize a given UI, the positions of individual UI elements, represented as a vector
of their respective x and y coordinates, are considered as trainable parameters. Together
with the previously described metric, a gradient-descent style optimization process is
used to optimize the parameter with regard to the metric. Since the model responsible
for predicting the metric is trained on screenshots of UIs, the given UI needs to be re-
assembled in each training step. Since the optimization process needs to be differentiable
from start to finish, this also applies to the UI reassembly. Arranging smaller images on
a larger canvas can be done using regular matrix indexing when considering the images
as matrices. However, this process is not differentiable with regard to the index itself,
which is the trainable parameter in this case. To circumvent this, an affine transforma-
tion is used to ensure differentiability. An affine transformation uses a 3×3 matrix, called
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the affine matrix, which contains the parameters for the transformation. Originally, this
process is used to perform transformations such as shearing, rotating, and scaling. How-
ever, through correctly chosen parameters, the transformation can be used to place a
smaller image onto a bigger canvas and control the position in it. As far as we are aware,
this technique has not been presented before. Through this process, the transformation
is applied to each UI element (now an image) individually, creating a number of images
with the dimensions of the target canvas size. To fully reassemble the UI, the images
can be summed up and clamped down to the maximum values for pixels. This process
ensures that the final metric, the predicted aesthetic score, is differentiable with respect
to the parameters controlling the positions, in this case, the affine matrices.
For the final evaluation, two different approaches were used and compared:

Initialization through initial positions: Since the RICO dataset is made up of real mo-
bile UIs, the positional parameters for each element are already known. In this approach,
these known parameters were used to initialize the trainable parameters. This can be
considered as the task of optimizing an already existing user interface with regard to its
layout.

Random initialization: Alternatively, the trainable parameters can also be initialized
with random values. This approach is closer to the objective of creating a UI without any
prior information or an already existing layout. While this does provide a more generalized
approach to the problem, random initialization poses difficulties when elements get
initialized on top of each other. In this case, there may not be a clear gradient out of this
state since the hidden element is not visible to the aesthetics predictor. To circumvent
this issue, we modified the random generator to only generate positions where no other
element is already placed.

4.2.4 Evaluation

While both approaches described in Section 4.2.3 have been tested, the results are very
similar. While the optimization and score themselves show an improvement over the
course of the optimization, the actual images do not show any significant changes to the
human eye. We randomly selected 20 examples to inspect manually, all of which had the
described issue. This is visible for three selected examples in Figure 4.5.

While it is challenging to find out the exact reason for this behavior, two issues may
be the most prevalent ones. First, the prediction model for the metric is susceptible to
an accidental adversarial attack, sometimes also referred to as “Specification Gaming” or
“Reward Gaming” [57]. In this situation, the optimizer exploits weaknesses in the model
to increase the score with only minuscule changes.

Adversarial attacks have been a long-documented phenomenon [58]. The most common
type of adversarial attack involves some CNN with a classification task. In the attack,
the model is “tricked” into predicting a different class than what would be correct for
the image. This is done by overlaying a very specific filter on top of the image, called
the perturbation, which has been specifically engineered for a specific class and image.
While adversarial attacks are almost always undesired, the described common attack
involves an attacker with (at least crafted) malicious intents, i.e. fooling a harmful content
detection model [58]. In this case, there are no malicious intents, but the setup used in
the experiment is similar to the one that would be used for crafting an adversarial task.
This setup usually consists of an image in which the raw pixel values get optimized to
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Figure 4.5: Multiple optimization examples
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increase a given score (e.g. a class score in a classification task) without regard for actual
meaningful changes. While in our setup, only the position of elements is changed and
not directly the RGB values, this is still similar, since the optimizer has the ability to
change individual pixel values, even if that entails a change in other areas too.

Second, the optimizer is only trained on real UIs and has never seen “fake” (i.e. random)
UIs. This means that the space in which these broken/fake UIs lie is neither aesthetic nor
non-aesthetic but rather “undefined” and the predictor model has trouble assigning correct
values to this space. The shown examples represent a selection with hyperparameters that
were deemed to be the best-performing ones. While a different set of hyperparameters
as well as the amount of iterations during optimization might alter the results slightly,
there is no indication that these would alleviate the described challenges. The learning
rate (currently lr = 0.05) should not be any lower since the changes would be even
smaller and not any higher since the change in loss is already meaningful enough. The
second example in Figure 4.5 has a delta of around 0.2 between the start and end of the
optimization, which would correspond to a full additional point given by each user on
the 1-5 rating scale of the dataset. As there is virtually no real visible change in the UI,
this decrease is incorrect.

4.3 VAE Latent Space

Since the predictor model used in Section 4.2.2 has been specifically trained to predict how
users would rate aesthetics of a UI, it lacks the capabilities to predict aesthetics for images
that do not represent UIs. The task the classifier is trained on can also be described as

p(imaesth∣im
represents= UI) = ? (4.1)

but it is unknown how the classifier performs on a task like

p(imaesth∣im
represents
≠ UI) = ? (4.2)

To alleviate the challenges associated with this uncertainty, it would be desirable to
ensure only images of actual UIs will be created during the optimization process. In this
case, the optimizer would not run into an issue in which an image is optimized for a
perfect score with regards to the aesthetics predictor, but the resulting image does not
represent a UI, but rather something that might be described as an accidental adversarial
attack. A common way to ensure that generated examples are kept to come from a target
distribution is to use VAEs as an intermediate step. This is because the VAE learns the
distribution of the data during training and can be used to check whether or not a latent
vector is still part of the learned distribution.

4.3.1 Data

For this experiment, the latent space is not the positional vector from Section 4.2, but
the latent vector from a VAE which has been trained to represent/encode a positional
vector. The input vector X of the VAE consists of the relative positions of the 5 largest
UI elements, which are not clickable, and the 2 largest UI elements which are clickable.
Fixating this input size ensures no padding is needed in case a specific UI has a different
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4.3 VAE Latent Space

number of elements. We decided to avoid any padding since this significantly complicates
the VAE implementation. The amounts of elements were chosen to ensure the dataset
is kept reasonably big without having to discard too many examples (we used 90% as a
threshold) because of too few elements in the respective categories.

4.3.2 VAE Architecture

For the architecture of the VAE, we use a structure presented by Subramanian [59] with
normal fully connected layers instead of the convolutional ones, since x is numerical data
and not images. Figure 4.6 shows the final image of the VAE.

Input (4)

Linear (32) LeakyReLU

Linear (64) LeakyReLU

Linear (128) LeakyReLU

Linear (256) LeakyReLU

Linear (512) LeakyReLU

Flatten

Linear (32) µ Linear (32) log(σ2)

Latent Space (32)

Linear (512 × 7)

Linear (512) LeakyReLU

Linear (256) LeakyReLU

Linear (128) LeakyReLU

Linear (64) LeakyReLU

Linear (32) LeakyReLU

Output (4) Tanh

Figure 4.6: VAE Architecture

4.3.3 Evaluation Setup

To optimize a given UI with the approach described in this experiment, the setup is as
follows: First, the vector x is extracted from the UI. Since the main source of training
examples for this experiment is the RICO dataset, this data just needs to be transformed,
as it is already part of the dataset, albeit in a different representation. After that, this
vector is passed to the VAE and the resulting latent vector is used as a trainable parameter
in a gradient descent pipeline. Additionally to the metric described in Section 4.3.3.1,
which, inverted, is considered to be the loss, a second loss is used. This second loss is
the Probability Density Function (PDF) of the multivariate normal distribution that
has been learned by the VAEs. Due to the challenges described in Section 2.4, this
distribution is assumed to have the parameters N(0,1). The PDF acts as a loss to
penalize latent space vectors which are unlikely to come out of the trained distribution.
This is intended to help the optimization process to achieve the goal of only creating
“real” UIs. Both of the losses are weighted together to create one uniform loss.
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4.3.3.1 Metric

Similar to the experiment described in Section 4.2.2, the metric used in this experiment
is again the model and metric presented in de Souza Lima et al. [32].

4.3.4 Evaluation

The evaluation of this experiment is, again, presented with one specific example. First,
one UI is selected out of the RICO dataset. This image can be seen in Figure 4.7a.
It is worth noting, that this image is already a reconstructed image from segments,
conforming to the constraints described in Section 4.3.1 (5 largest non-clickable elements,
2 largest clickable elements). This image is then passed to the VAE and the latent vector
is optimized. During the optimization, some increase in the (predicted) aesthetics score
is observable. However, the original goal of this experiment to only generate “real” UIs
could not be reached. This issue is already visible after the initial translation of the image
into the latent space and reconstruction from there to the image, as seen in Figure 4.7b.

The generated image does not represent a realistic looking UI and the VAE seemingly
predicted the same position for all UI elements, which is not desirable. This means the
VAE failed to properly learn the distribution of the data and the reconstruction loss of
the VAE is too high for this task. We were not able to circumvent the issue, either by e.g.
using a different set of hyperparameters, which were selected using a heuristic process,
or by changing the VAE architecture. As this issue is common in VAEs applications,
extensive research into mitigation techniques has been done, such as by Asperti and
Trentin [60], whose work focuses on balancing the Kullback Leibler distance with the
reconstruction loss. These two metrics are somewhat in conflict with each other and have
to be balanced carefully. Asperti and Trentin [60] present a novel approach to calculate
the optimal balance between the two metrics. While we explored a selection of the
mentioned techniques presented by Asperti and Trentin [60], some room for additional
exploration is still present.

4.4 Positions as Latent Space: Intersection over Union and
Alignment

This final experiment is designed to prove the validity of the gradient descent process on
UI images while using positioning as the optimizable parameter. As one possible problem
of the previous experiment is the metric signal being too weak, we aim to prove that with
a different signal, the process itself is still viable. Instead of using a subjective metric
like aesthetics, IoU and alignment are used. However, these metrics are still predicted by
a CNN to ensure the same optimization process as in the previous experiments is used.

4.4.1 Metric

The metric used is a combination of IoU and alignment.

Avg IoU = 1

N

N

∑
i=1

∣Ai ∩Bi∣
∣Ai ∪Bi∣
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(a) Initial Image (b) Reconstructed image from VAE latent space

(c) Initial Image (d) Reconstructed image from VAE latent space

(e) Initial Image (f) Reconstructed image from VAE latent space

Figure 4.7: Initial and reconstructed image
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with ∣Ai∩Bi∣ being the area of intersection of two elements and ∣Ai∪Bi∣ being the sum of
their bounding boxes. To calculate the average alignment, the following formula is used:

Avg Alignment = 1

N

N

∑
i=1

N

∑
b=1

min(∣ileft − bleft∣, ∣imiddle − bmiddle∣, ∣iright − bright∣)

It is used to calculate the average minimum distance between the most left, most right,
or middle coordinates (on the x-axis) between a pair of two UI elements.

Since both of these metrics are calculated for two individual UI elements, the averages
for all pairwise values are used for an entire UI. The data on which the predictor CNN
model is trained is again based on the RICO dataset. In a preliminary step, average
IoU and alignment are calculated for each example in the RICO dataset. As the range
for average IoU and alignment is relatively large, instead of the raw values, normalized
values in the form of min-max scaling have been used.

x′ = x −min(x)
max(x) −min(x) (4.3)

A difference from the prior experiments is that these metrics are considered to be better
when they are lower, so no inversion for use as a loss is necessary.

4.4.1.1 Model Architecture

Since the input data for the model are images, a CNN is used as a model. The full model
architecture is visualized in Figure 4.8. It consists of two convolutional layers with a
kernel size of 3 × 3. The final fully connected layer has two outputs since both of the
described metrics are predicted separately.

32 I

conv1

64 I/
2

conv2

128 I/
4

fc1

2 I

fc2

Figure 4.8: CNN Architecture, generated with [3]

4.4.2 Evaluation Setup

To optimize a given UI, the same setup described in Section 4.2 is used. The only difference
to this experiment is the different predictor model. In this case, only the random initial
layout is chosen, since the RICO dataset mostly contains examples that already have a
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(a) Initial Random Layout (b) Layout after 100 iterations
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(c) Loss progression

Figure 4.9: Optimzation progress

low IoU and a relatively good alignment. To ensure the UI elements are not overlapping
in a way that makes them invisible to the classifier, elements are only randomly placed
in empty spaces.

4.4.3 Evaluation

Prior to the UI optimization, the CNN is trained over the entire RICO dataset in 10
epochs, with the final MSE being at 0.00063. Similar to the previous experiment, the
evaluation is done with one UI as an example. Initially, the layout is random, which can
be seen in Figure 4.9a. After that, the optimization cycle is done for 100 steps. The
loss progression can be seen in Figure 4.9c. Again, the loss seems to decrease, however,
the changes in the resulting image are only minimal, visible in Figure 4.9a. While some
UI elements seem to move closer to the middle of the image, the changes are very
minimal. The loss decrease also seems to be larger than what would be expected for
the amount of changes. If the “real” metric were to be computed, the potential for a
lower loss through further changes to the layout would be large. This indicates that the
same issue occurs, that was already described in Section 4.2.4, i.e. accidental adversarial
attacks. We explored multiple different hyperparameter configurations, however we found
no configuration, that improved the results significantly. Other mitigation approaches
exist, such as augmenting the input [61] and ensembling models [62], which remain to
be explored.
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Chapter 5

Final Evaluation & Discussion

In this thesis, we explored different approaches and techniques to approach the topic
of metric-guided optimization of existing UIs. We aimed to provide a proof of concept
for automatically optimizing existing UIs to provide designers with a tool assisting in
the complex task of creating new UIs and better UXs. We wanted to automatically
optimize for aesthetics which a model predicts. For this, we explored multiple vastly
different approaches. We first used a DM to create and improve UIs on a direct pixel
basis. After that, we simplified the latent space and directly optimized the element
layout in a latent representation. Additionally, a VAE was evaluated for its ability
to restrict the generation. Finally, we used more technical metrics that can directly
be calculated and used them to try to prove the validity of the optimization method.
During the exploration of these techniques, we faced several challenges mostly related
to the automatic optimization of a model-predicted metric. A key problem is the idea of
aesthetics and what that encompasses. The goal was to optimize directly for aesthetics
since this ensures a good UX without having to define which technical measures, such as
alignment, influence UX to what degree. While some research has been done in predicting
the perceived aesthetics for UIs [31, 32], using these predictor models as a scoring metric
for automatic UI generation is a new concept. Thus, the presented performance metrics
in previous work do not necessarily translate well to this task. Specifically, the occurrence
of “accidental” adversarial attacks, also called reward gaming, when using these models
is a major problem to this research. Pang et al. [63] explored a similar problem in human
annotation-based Reinforcement Learning (RL) for conditional text generation. While
reward gaming in the context of RL has been discussed [64], this is not the case for
the metric-guided generation of UIs. Both Pang et al. [63] and Amodei et al. [64] trace
reward gaming back to shortcomings in the metric, either via mislabeling of the data or
an unintended bias in the data selected for annotation. While these two issues may also
play a role in the aforementioned issue, we suspect a more technical issue with the way
the CNNs predictor models work. As previously described, the issue closely resembles an
adversarial attack, albeit not an intentional one. Therefore another mitigation strategy
would be previously discussed hardening techniques against (intentional) adversarial
attacks. Ranjan et al. [65] presented the concept of Compact Convolution which hardens
CNNs against adversarial attacks. Utilizing this technique in the aesthetics predictor
model would be a topic to explore.

Finally, no complete working proof of concept could be established. However, the
space of hyperparameters, different optimization techniques, metrics, and optimizable
parameters is larger than what a single thesis could encompass. Thus, it is too soon to
say that this approach is flawed by design. We aim to motivate further research into this
topic, to clarify whether the showcased approach is viable. This additional research might
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include exploring different latent spaces, metrics, or even datasets. Modern DM, such
as discrete diffusion, remains yet to be used for the described metric-based optimization
approach.

The experiments already performed should help others navigate the large space of
different parameters previously described. Thus our research should provide a meaningful
addition to the resources available in UI generation research.

To motivate further research on this topic, we published all code and related models
used in this thesis.1

1https://github.com/mowoe/bachelorthesis
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