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Abstract

We propose a retrieval-augmented generation system for answering non-factual
health-related consumer questions. We adapt the existing MashQA dataset for
our use case and perform evaluations at each step of our system. Our system
consists of a retrieval component that combines a lexical retriever with dense
rerankers. We find no benefit in using any query preprocessing steps for the
retrieval component. The generation component uses a black-box approach that
allows us to use any large language model. Our work focuses on optimizing the
prompts for the generation component. We evaluate the usage of two different
language models, Mistral7B and GPT4, for answer generation.

The generation results are evaluated both automatically and manually in an
expert study. The end-to-end evaluation results for our system show that large
language models do not necessarily benefit from retrieval augmentation. We
observe a slight improvement in answer quality for a Mistral7B-based generator,
while retrieval augmentation has no positive impact on a GPT4-based generator.
The evaluation of non-factual question answering is challenging because there
are usually multiple correct answers that can be formulated in an infinite
number of ways. Our evaluation using both automatic and manual expert
judgements allows us to compare how the two evaluation approaches agree.
We find that automated metrics mainly check the alignment of the generated
answers with the given reference answer, while they are not able to capture the
quality of the generated answers themselves in detail. However, we find that
some automatic metrics are still able to capture general trends regarding the
quality of the generated answers.





Zusammenfassung

Wir schlagen ein Retrieval-Augmented-Generation System zur Beantwortung
nicht-faktischer gesundheitsbezogener Verbraucherfragen vor. Wir passen
den bestehenden MashQA-Datensatz für unseren Anwendungsfall an und
führen Evaluierungen für jeden Schritt unseres Systems durch. Unser System
besteht aus einer Retrieval-Komponente, die einen lexikalischen Retriever
mit neuronalen Rerankern kombiniert. Wir haben keinen Nutzen in der
Verwendung von Query-Preprocessing für die Abfragekomponente gefunden.
Für die Generierung der Antworten nutzen wir einen Black-Box-Ansatz, der es
uns ermöglicht, beliebige Sprachmodelle zu verwenden. Unsere Arbeit befasst
sich mit der Optimierung der Prompts für die Generierungskomponente. Wir
evaluieren die Verwendung von zwei verschiedenen Sprachmodellen, Mistral7B
und GPT4, für die Generierung von Antworten.

Die Generierungsergebnisse werden sowohl automatisch als auch manuell
durch Expert:innen evaluiert. Die End-to-End-Evaluierungsergebnisse für
unser System zeigen, dass große Sprachmodelle nicht unbedingt von einer
Retrieval-Erweiterung profitieren. Wir beobachten eine leichte Verbesserung
der Antwortqualität für einen Mistral7B-basierten Generator, während die
Retrieval-Erweiterung keinen positiven Einfluss auf einen GPT4-basierten
Generator hat. Die Bewertung der Beantwortung nicht-faktischer Fragen
stellt eine besondere Herausforderung dar, da es in der Regel mehrere richtige
Antworten gibt, die auf unendlich viele Arten formuliert werden können. Unsere
Evaluierung unter Verwendung von automatischen und manuellen Bewertungen
ermöglicht es uns zu vergleichen, inwieweit beide Ansätze zur Evaluierung zu
ähnlichen Ergebnissen führen. Wir stellen fest, dass automatische Metriken
hauptsächlich die Übereinstimmung der generierten Antworten mit gegebenen
Referenzantworten überprüfen, während sie nicht in der Lage sind, die Qualität
der generierten Antworten selbst detalliert zu erfassen. Wir stellen jedoch fest,
dass die automatischen Metriken dennoch in der Lage sind, allgemeine Trends
in der Qualität der generierten Antworten zu erfassen.
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Chapter 1

Introduction

While the topic of answering health-related questions by consumers has been
studied in the past, the use of retrieval-augmented generation for this task is not
well explored. In this work, we introduce a system for answering non-factual
consumer questions that require long-form answers. We develop and evaluate a
retrieval augmented generation pipeline for this specific task.

More than half (55%) of EU citizens use the web to look up medical
information [Eurostat, 2022]. For medical laypersons, the reasons can range
from getting additional information about a diagnosis, to confirming a doctor’s
recommended treatment, to learning what questions to ask doctors before
starting medical treatment [Harvey et al., 2017]. Independent research on
medical topics can be beneficial to consumers, for example, when traditional
medical care is not available due to a lack of specialists. In addition, there is
no social pressure when researching online, so consumers are more likely to ask
questions about symptoms they may find embarrassing [Chu et al., 2017]. While
there is a vast amount of medical information available online, a large number
of trustworthy websites are aimed at medical professionals and use terminology
that is not easily understood by consumers [Kim et al., 2018]. This language
mismatch is also relevant in the formulation of search queries, where users may
lack the technical terms to find trustworthy and relevant documents. Online
forums that allow non-professionals to ask questions in natural language, where
either fellow consumers1 or medical experts provide answers,2 can help overcome
language barriers and provide solutions to highly specific and individualized
questions. However, when it comes to lengthy consumer-contributed answers
based on personal experience, a notable limitation in terms of clinical validity
has been observed [Kanthawala et al., 2016].

1such as Quora: https://www.quora.com/topic/Health
2https://www.webmd.com
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Figure 1.1: Example of ChatGPT answering with inappropriate information. Haver
et al. [2023] note that the Centers for Disease Control and Prevention (CDC) has not
issued recommendations regarding COVID-19 and mammograms.

Question: Do I need to plan my mammogram around my
COVID vaccination?

ChatGPT’s Response: The Centers for Disease Control and Prevention
(CDC) and the Society of Breast Imaging
recommend that women schedule their screening
mammogram either before getting the COVID-19
vaccine or wait 4-6 weeks after the final dose of the
COVID-19 vaccine. This is because the vaccine can
cause temporary swelling of the lymph nodes in the
armpit on the side where the shot was given, which
can show up on a mammogram and be mistaken for
a breast abnormality, leading to additional testing
and potential anxiety.

1.1 Generative AI in the Medical Domain
One possibility to offer consumers individualized answers is the use of generative
AI. In November 2022, OpenAI unveiled its transformer-driven chatbot named
ChatGPT 3, which reached 100 million users within two months. Although
trained as a general-purpose model with no specific focus on medical topics, the
tool has become relevant in the medical field, with both medical professionals
and consumers using it to generate answers to their health-related questions.
This has led to the coining of the term Dr. ChatGPT, alluding to Dr.
Google. The latter is used to describe the phenomenon of patients looking up
medical information using the search engine instead of contacting a medical
professional [Van Bulck and Moons, 2023]. Both the GTP3.5 model and
its successor GPT4, which form the basis of ChatGPT, have been shown to
approximate expert-level medical knowledge encoded in their weights, achieving
passing grades on the United States Medical Licensing Examinations [Kung
et al., 2023, Thirunavukarasu et al., 2023b]. When comparing answers provided
by experts in an online question-and-answer forum with those generated by
ChatGPT, doctors rated the generated answers as higher quality and more
empathetic to the patient [Ayers et al., 2023]. Large language models (LLMs),
such as Google’s Med-PaLM [Singhal et al., 2023b], that were specifically
trained for the medical domain have been released.

While the potential for medical use of LLMs has been demonstrated, it
3https://chat.openai.com
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has also been noted that there are still risks associated with using LLMs as a
provider of medical information: The overall performance of ChatGPT varies
greatly depending on the specific topic being asked about [Thirunavukarasu
et al., 2023a]. Rao et al. [2023] note that given the high-risk use case, even
small errors can lead to adverse patient outcomes. Figure 1.1 shows an example
of ChatGPT responding with outdated and potentially dangerous information
for breast cancer patients. Walker et al. [2023] note that factual errors made
by ChatGPT are likely due to the fact that its training data is not limited
to trustworthy (medical) documents, and recommend that LLMs use only
peer-reviewed sources for generation and provide a bibliography so that users
can confirm the information provided. In addition, it was noted that LLMs
generally operate as a black box and do not provide transparency on how
the answer was generated, making it difficult for the consumer to judge the
trustworthiness of the answer [Thirunavukarasu et al., 2023b].

1.2 Retrieval-Augmented Generation
One way to address the issue of trustworthiness is to use retrieval-augmented
generation (RAG) [Lewis et al., 2020]. Instead of generating text purely based
on the input, RAG systems first retrieve relevant documents and then generate
answers based on the retrieved documents. While RAG can be implemented
using either specific model architectures [Izacard and Grave, 2021] or fine-tuned
LLMs [Lewis et al., 2020], the usage of off-the-shelve models [Lazaridou et al.,
2022] has also been shown to be an effective way of reducing the risk of generating
misinformation. In the latter case, retrieved documents are concatenated to
the original prompt and fed into the model. The usage of augmentation using
retrieved domain-specific documents has been shown to improve the quality
of the generated answers to health-related questions [Xiong et al., 2024]. One
example of RAG being used in the medical domain is Clinfo.ai4 by Lozano
et al. [2023]. The system retrieves and summarizes medical papers to answer
questions from professionals or students.

Generative approaches are specifically useful for answering non-factual
questions, which are questions that do not have a single correct answer and
usually require a longer explanation [Welivita and Pu, 2023]. Instead of
providing a single answer in a short snippet, RAG-based approaches allow for
the generation of longer, more detailed answers that mix retrieved information
with knowledge embedded into the weights of the model. However, generative
systems come with specific challenges regarding the evaluation of the generated
answers. This is due to the fact that traditional evaluation metrics rely largely on

4https://www.clinfo.ai
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a lexical overlap between the generated answer and a given reference answer [Xu
et al., 2023a]. Due to the nature of generative models, the generated answer
can be correct and informative, even if it does not share many words with the
reference answer.

1.3 Outline
This thesis aims to tackle the task of creating trustworthy long-form answers
for non-factual questions. We focus on answering questions from consumers
in a language that is understandable to medical laypersons. We introduce a
retrieval-augmented generation pipeline for this task.

We begin by offering a literature review of work done on medical information
retrieval and question answering systems. This gives an overview over the state
of the art and highlights the challenges that yet need to be addressed, helping to
motivate our work. After this, we first review a selection of existing datasets for
non-factual health-related question answering before augmenting the MashQA
dataset for our specific use case. Then, we address the task of retrieving relevant
documents for a given question. We describe our grid search that we use to
optimize the retrieval step and perform an evaluation using our dataset. We
provide ablation studies for both the query preprocessing and the retrieval
pipeline. Finally, we combine the document retrieval with a generative step for
creating long form answers. We evaluate a multitude of prompt configurations
and two base models for this task using the dataset we created before. The
evaluation is done both automatically by comparing the generated answers to
reference answers but also using a manual expert evaluation. We provide a
detailed analysis of the results and discuss the implications of our findings. We
close by summarizing our findings and discussing potential future work.

Our contributions with this thesis are manyfold: We augment the MashQA
dataset for non-factual medical question answering with TREC-style narratives
to enable a better evaluation of retrieval-augmented systems. Furthermore, we
produce manual relevance and correctness judgements for retrieved documents.
We introduce and evaluate two methods for turning questions posed in natural
language into keyword queries. Furthermore we introduce and evaluate a
pipeline for the retrieval of relevant passages to answer health-related questions.
Lastly, we engineer prompts for the generative step of the RAG pipeline
and evaluate the quality of the generated answers. The evaluation process
additionally yields some insights on manual and automatic evaluation methods
for the generative question answering task.

4



Chapter 2

Related Work

As we have shown in the introduction, both medical professionals and consumers
are using search engines to find medical information. This chapter provides
an overview of research in the fields of medical information retrieval and
question answering. We use this to highlight where our research fits in and
aims to address the challenges identified in prior works. We start by discussing
research regarding medical information retrieval, before moving on to question
answering. We then describe how both fields of research are combined. Finally,
we summarize our findings and show what our research aims to contribute.

2.1 Medical Information Retrieval
Search in the medical domain is multi faceted, differing with respect to the
user’s background and the context of the query: this includes the general public
researching prior to a doctor’s visit, researchers looking for scientific papers,
and doctors looking for treatment guidelines with respect to a specific patient.
This highlights the problem of language mismatches due to differing expertise
between authors of the retrieved documents and searchers [Upadhyay et al.,
2022]. The lexical mismatch is especially damning when using keyword-based
retrieval systems. It is countered by an overall shift towards semantic retrieval
systems [Tamine and Goeuriot, 2022]. Especially the developments regarding
the transformer architecture [Vaswani et al., 2017] and more specifically the
BERT foundation model [Devlin et al., 2019] has impacted the field of medical
information retrieval, with models such as BioBert [Lee et al., 2020], that are
fine-tuned on medical corpora. Overview for medical IR shared tasks show an
overwhelming trend towards combination of lexical retrieval combined with
transformer based rerankers [Clarke et al., 2021, Suominen et al., 2021].

5
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MEDLINEplus1 is an online search engine for consumers developed by the
US National Library of Medicine (NLM). It features access to search in the
MEDLINE2 database, a collection of biomedical abstracts and citations, as well
as retrieval of dedicated health resources tailored towards laypersons [Miller
et al., 2000]. The Trip Database3 is a commercial search engine aimed at medical
professionals that retrieves biomedical scientific literature from Pubmed and
other sources. Click logs of Trip were then used to produce the TripClick
dataset, that serves as a benchmark in the medical IR settings [Rekabsaz et al.,
2021]. Hofstätter et al. [2022] produce a baseline for TripClick that combines a
BM25 retrieval with a BERT-based reranker.

Medical IR has been the topic of multiple dedicated tracks across different
information retrieval (IR) conferences such as SIGIR, TREC or CLEF [Tamine
and Goeuriot, 2022]. This produced a further selection of benchmarks for
medical IR, ranging from consumer health search at CLEF eHealth [Suominen
et al., 2021], bio-medical question answering at the BioASQ task [Nentidis et al.,
2023], or retrieval in clinical settings focussing more on expert users at TREC
BioMedical track [Roberts et al., 2022]. The TREC Health Misinformation
Track [Clarke et al., 2022] highlights the dangers of misinformation in health
information retrieval, evaluating retrieval systems not only on topical relevance
but also on their ability to avoid retrieving misinformation. Bondarenko et al.
[2022] tackle the task of retrieving trustworthy medical information from the
web by first retrieving documents using a combination of BM25 with the neural
Mono-DuoT5-Reranker [Pradeep et al., 2021]. The produced scores are then
augmented by boosting the scores of documents containing statements that are
also made in retrieved scientific sources.

2.2 Question Answering
The task of question answering (QA) consists of automatically giving answers
to questions posed in natural language.4 The answers are typically created
using a knowledge base that can consist of structured data (e.g., relational
databases or knowledge graphs) or unstructured text data [Zhu et al., 2021].
For this thesis we focus on textual QA using unstructured text data.

QA systems are usually divided into two separate components: a retriever
that retrieves relevant documents from a corpus and a reader that extracts
the answer from the retrieved documents [Zhu et al., 2021]. The retriever

1https://medlineplus.gov
2https://www.nlm.nih.gov/medline/medline_overview.html
3https://www.tripdatabase.com
4The task of multimodal QA which typically consists of answering a question on a given

image also exists.
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component works similar to traditional IR systems, with both lexical [Chen
et al., 2017] and dense [Karpukhin et al., 2020] systems being used to retrieve
evidence for the reader. Note that the retrieval usually yields passages instead
of full documents, that are then passed to the reader to extract the answer
from the retrieved evidence [Zhu et al., 2021].

Nassiri and Akhloufi [2023] highlight the need for an additional step of
query preprocessing in the retrieval process. A common aspect picked up
in preprocessing for QA systems is the transformation of natural language
questions into keyword queries. Given the majority of queries used in search
engines are not posed in natural language, most retrieval systems are designed
to work with keyword queries [White et al., 2015]. While there has been done
some work on turning questions into queries (either using an extractive [Musa
et al., 2018, Ni et al., 2019] or generative approach [Iovine et al., 2022]) there
is no clear evidence for either keyword or question form being better for the
retrieval process with published results going both ways [Iovine et al., 2022,
Pugachev et al., 2023, White et al., 2015].

The appropriate working of the reader step, that turns retrieved documents
into a concise answer, depends on the type of the question being asked as well
as the type of answer expected [Rogers et al., 2023]. Boolean questions that
expect an answer of either "yes" or "no" are typically tackled by training a
classifier to derive an answer from the retrieved source [Clark et al., 2019].
Similar approaches exist for multiple choice questions, where the reader is
trained to select the correct answer from a list of possible answers based on a
given document [Lai et al., 2017]. Questions without predefined answer options
are usually further divided into factual and non-factual questions.5 While
factual questions typically have a single correct answer, non-factual questions
can have multiple correct answers or no correct answer at all. Answers to the
former can consist of a short sentence, but answers to non-factual questions
are usually more complex and longer given the need for further explanation or
reasoning [Cortes et al., 2022]. Additionally, answers to non-factual questions
are usually more dependent on the context of the question, further underlining
the importance of additional context in the answer [Breja and Jain, 2022]. While
question words such as ’who’, ’where’ or ’what’ can be indicative of factual
questions, the distinction between both question types is fuzzy. Especially
definitory questions starting with ’what’ can well be non-factual questions,
given multiple ways to interpret the question and thus more than one correct
answer [Cohen et al., 2018].

Factual QA can be tackled using extractive methods, where a single
5In the scientific literature these questions are usually called ’factoid’ and ’non-factoid’

questions. However, to prevent confusion with the term ’factoid’, which may denote trivial
or unsubstantiated information, we opt to use the term ’factual’ instead.

7
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consecutive span of text is extracted from a retrieved document by classifying
tokens as either the beginning or end of the answer span [Chen et al., 2017].
While the same approach can be used for non-factual questions, an addition
to reflect the need for longer and more complex answers is the introduction of
multiple-span extraction [Zhu et al., 2020].

2.2.1 Generative Question Answering

Roberts et al. [2020] use generative large language models in the field of question
answering. They fine-tune a T5-based sequence-to-sequence model [Raffel et al.,
2020] for the QA-task and show that competitive results are possible even
without supplying any additional information to the model and relying solely
on knowledge embedded into the model’s weights. Izacard and Grave [2021] add
a retrieval step to the generative QA process. They encode multiple retrieved
passages separately, combining them and the question only in a specially
trained decoder when generating the final answer. This approach, dubbed
"Fusion-in-Decoder", allows for large amounts of context documents to be passed
to the model. Lewis et al. [2020] introduce the concept of retrieval-augmented
generation (RAG): They utilize a fine-tuned sequence-to-sequence model for
the generation, feeding context and question into the model by concatenating
them. While the performance is superior to purely parametric QA-systems,
RAG has the additional benefit of being a highly flexible approach as both the
retrieval source as well as the model can be exchanged to fit the specific needs
of the task at hand.

While these approaches need additional task-specific training data, retrieval
augmentation has been shown to work even with retrieved contexts only being
introduced at inference time, using an off-the-shelf pretrained model [Lazaridou
et al., 2022, Shi et al., 2023, Xu et al., 2023b]. The usage of frozen models
increases the flexibility of RAG even further, additionally allowing researchers
to increase the focus on other details of the generation process [Gao et al., 2023].
This includes the usage of task-specific few-shot prompting [Brown et al., 2020]
or the introduction of additional retrieval steps, where the model is periodically
supplied with new context documents [Jiang et al., 2023b]. A preprocessing
step for the retrieved passages has been shown to improve the QA performance,
as it can reduce the amount of noise in the passed context [Yang et al., 2023].

2.2.2 Evaluation of Question Answering Systems

Evaluation of QA systems with limited answer options is fairly straightforward
as the systems’ answers can easily be compared to the correct answer. The
QA performance is then expressed as accuracy or, in the case of open but short

8
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answers, as percentage of exact matches [Rajpurkar et al., 2016]. QA settings
that expect longer answers are harder to evaluate automatically given an answer
can well be correct even if it does not match the exact wording of the correct
answer [Xu et al., 2023a]. One possible approach is to use metrics that measure
term overlap between the generated answer and a given ground truth. Such
metrics include BLEU [Papineni et al., 2002], ROUGE [Lin and Och, 2004],
and METEOR [Banerjee and Lavie, 2005]. These metrics are limited in their
ability to capture the semantic similarity between the generated and the correct
answer, given they all depend on a lexical overlap between candidate and
reference answers [Xu et al., 2023a]. These limitations become even more
severe when evaluating generative systems, given the complete lack of lexical
guiderails when compared to extractive systems [Chen et al., 2019]. The use
of text embeddings on term [Zhang et al., 2020] or answer level [Aynetdinov
and Akbik, 2024] allows for a more semantics-aware evaluation of QA systems.
While still relying on comparison of generated and reference answers, the use
of embeddings has shown to correlate highly with human preference regarding
the quality of the answer [Aynetdinov and Akbik, 2024].

The inherent ambiguity of non-factual questions raises the question of
how to conceptualize the quality of answers. Cambazoglu et al. [2021] show
that the perception of ’usefulness’ of a long-form answer to human annotators
can be broken down into the categories of relevance (the answer actually
addresses the question), correctness (there is no misinformation in the answer),
completeness (the answer does not leave out any important information), and
comprehensiveness (the question is understandable to the asker). They find
automatic metrics to focus on relevance and correctness, with the other aspect
not being captured by the automatic approaches.

The fine-grained automatic evaluation of QA (and more specifically QA
using RAG) systems has been addressed using generative LLMs. Es et al. [2023]
propose the RAGAs framework that measures a system’s answer relevance
and correctness. While the relevance metric uses a simple embeddings-based
similarity metric to make sure the given answer and the expected answer are
semantically simlar (Aynetdinov and Akbik [2024] use the same approach for
the evaluation of generative models), correctness is measured entirely based
on the output of an additional generative language model, that is asked to
compare the generated answer to the correct answer. OpenAI Evals6 is a
similar approach and bases its metrics entirely on the output of a generative
model that is then parsed to extract the desired metrics. While the use of
generative models for evaluation offers a great flexibility given the prompt can
be adjusted to fit the specific needs of the task, it also hinges greatly on the

6https://github.com/openai/evals
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model’s capability to provide fair results. Wang et al. [2023] show that a purely
LLM-based evaluation can easily be cheated. An additional perspective on the
QA systems is the ability to refuse to answer a question if the retrieval process
yields insufficient information. Current black-box LLMs struggle to provide a
refusal even if it would have been appropriate to do so [Chen et al., 2024].

2.2.3 Question Answering in the Medical Domain

As described before, medical documents are commonly quite complex and
difficult to understand for consumers. This motivates the use of automatic QA
systems that can help automatically find answers to medical questions, lowering
the barrier of entry for consumers to access medical information [Jin et al.,
2023, Welivita and Pu, 2023]. Our observation regarding medical IR holds true
for the QA task as well: Given the high stakes of the medical domain, the
trustworthiness of the information retrieved is of utmost importance [Xiong
et al., 2024]. Additionally, the large difference between professional and
layperson questions both with regards to the used terminology as well as the
character of the expected answer may pose a challenge for the QA systems [Liu
et al., 2011, Welivita and Pu, 2023].

Question answering in the medical domain is typically split into three
categories: scientific, clinical, and consumer health QA. Clinical QA systems
can help make decisions in a clinical setting, such as diagnosing a patient
or suggesting a treatment plan based on a patient’s symptoms or medical
history. Scientific QA systems can help researchers find answers to scientific
questions, such as finding the latest research on a specific topic or understanding
the results of a study. Those two categories are typically aimed at medical
professionals and researchers. A common retrieval source for these tasks are
abstracts of biomedical papers (PubMed) [Jin et al., 2023]. Consumer health
QA systems, on the other hand, are aimed at consumers who are looking for
information about their health or medical conditions. These systems typically
focus greatly on making answers understandable to laypersons [Welivita and
Pu, 2023]. Systems for medical and health-related QA typically follow similar
approaches to those for open QA, differing mostly in the usage of custom
retrieval corpora, question preprocessors, and language models fine-tuned on
medical data [Mutabazi et al., 2021].

Similar to the search task, medical question answering systems make heavy
use of BERT-based models [Devlin et al., 2019, Singh and Susan, 2023]. Alzubi
et al. [2021] use BM25 to first retrieve relevant abstracts for factual questions
about Covid-19 from PubMed. The reader stage than splits these documents
into paragraphs and extracts answers using a finetuned DistilBERT-Model.
This system was developed in light of the Covid pandemic to keep doctors and

10
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researchers up to date with the latest research findings on Covid-19.

Answering Health-Related Consumer Questions

In 2022, the TREC Health Misinformation Track7 featured an answer prediction
task for consumer health questions. Participants are first asked to retrieve
relevant documents from the web, before using them to infer the answer to
a given yes-no question [Clarke et al., 2022]. Pugachev et al. [2023] forego
any dedicated medical components and build a functioning QA system for
these questions using off-the-shelve components. This includes retrieval from
PubMed before using BERT and RoBERTa-based classifiers tuned on an open
domain boolean QA dataset for the answer generation.

Demner-Fushman et al. [2020] build the Consumer Health Information and
Question Answering system (CHiQA)8 to address a wider range of consumer
questions. The system first tries to correct any grammatical or spelling mistakes
in the question before using a combination of feature-based SVMs and rule-based
approaches to identify the type and focus of the question. This information
is then used to retrieve relevant documents from a corpus of consumer-facing
websites supplied by the US National Institute of Health (NIH). Terms related
to the type and focus of the question get a weight boost in the BM25 retrieval.
Additionally, the retrieval makes use of question-entailment based re-ranking,
where given questions are compared to questions for which relevant documents
are already known. If similar questions have been seen before, their respective
relevant documents get a boost in the ranking. The retrieved documents are
then shown to the user with no additional extraction step. Zhu et al. [2020]
approach the problem of extracting answers for non-factual questions from
given context documents by introducing a multi-span extraction model. They
use an inter-sentence-attention enhanced sentence-based classifier to extract
multiple spans from context documents. This allows them to create long-form
answers, consisting of sentences located at different positions in the context.

Generative Question Answering in the Medical Domain

As described in the introduction, there have been promising results with the
usage of generative LLMs for answering medical questions, with Google’s
Med-PaLM [Singhal et al., 2023a,b] being the largest domain-specific model.
Guo et al. [2023] adapt a smaller language model for purely generative answers,
showing that even smaller models can provide competitive results in the medical

7The track has been running since 2019 (originally known as the "TREC 2019 Decision
Track"), but did not include a question answering task.

8https://chiqa.nlm.nih.gov
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domain when fine-tuned appropriately. Wu et al. [2023] also instruction tune a
small model for medical QA and highlight the ability to provide competitive
performance across multiple question types such as non-factual but also multiple
choice questions. Given the high stakes of the medical domain, Xiong et al.
[2024] highlight the importance to enrich the generation process with up-to-date
and reliable information to limit the amount of hallucinations. A retrieval
process additionally helps the patients by providing relevant documents to offer
users additional context if they wish to delve deeper into the topic.

Lozano et al. [2023] collect medical questions from titles of scientific papers
and manually extract answers from the text. This data is then used to evaluate
their newly introduced RAG-based QA system9 aimed at medical professionals
and scholars. The system relies on OpenAI’s inference API in every step:
First, questions are turned into keyword queries by prompting GPT3.5 to do
so. These queries are then used to retrieve relevant papers from PubMed via
the available search API. GPT3.5 is then used again to filter out any false
positives from the retrieved documents. The final answer is generated by letting
GPT3.5 first summarize each abstract before using the same model to create a
synthesis of all relevant abstracts. Zakka et al. [2024] build a RAG system for
clinical questions that aims to help medical practitioners. They use OpenAI’s
inference API to generate answers based on documents retrieved from a vector
database consisting of a mix of textbooks, scholarly literature, and trusted
documents from the web. They completely forego the struggles of automatic
evaluation by evaluating the systems purely using manual judgments from
medical professionals. The aspects of factuality, completeness, as well as overall
quality of the answers are evaluated using expert rankings.

Li et al. [2023] apply RAG in a more consumer-focused setting. They create
a medical chat bot that retrieves additional information from Wikipedia and
enriches the user’s prompt with additional context similar to a traditional RAG
approach. However instead of focusing on a QA task, the system is designed
to provide a more conversational experience to the user, closely simulating a
doctor’s visit. This is underlined by the training being based on a dataset of
interactions between patients and doctors. They underline the importance of
the retrieval aspect as it allows to access information that was not present in the
training data, thus increasing the system’s flexibility. The generated answers
are subjected to a qualitative evaluation by the authors, who compare the
system’s answers to other generative systems and find their system to provide
more coherent answers. Additionally, an automatic evaluation is performed
on the iCliniq-10k10 dataset using BertScore as a semantic similarity metric.
While the evaluation follows a non-factual QA setting, the iCliniq questions

9https://www.clinfo.ai
10The dataset is available at https://github.com/Kent0n-Li/ChatDoctor

12

https://www.clinfo.ai
https://github.com/Kent0n-Li/ChatDoctor


CHAPTER 2. RELATED WORK

are conversational in nature, commonly consisting of multiple sentences and
offering an in-depth look into the patient’s situation. The dataset also features
multi-turn QA dialogs, where follow-up questions are asked.

2.3 Summary
Medical IR is a well-established field with a multitude of datasets and benchmarks.
The specific domain comes with its own challenges, such as the high importance
of trustworthiness of retrieved information as well as a strong lexical mismatch
between professional and layperson queries. The field of question answering
has picked up generative models in the past years, with the introduction of
retrieval-augmented generation systems combining retrieval and generation
steps to provide long-form answers to non-factual questions. This trend is also
present in the medical domain, with the introduction of medical QA systems
that provide answers to clinical or scientific questions.

Regarding the task of answering consumer’s health questions, we find that
there is a need for additional research into consumer health QA [Welivita and
Pu, 2023]: While our literature review shows that e.g., both the selection of the
retrieval source (e.g., consumer-facing websites such as WebMD as used by Zhu
et al. [2020]) and preprocessing of consumers’ questions [Demner-Fushman et al.,
2020] have been the focus of prior work, we find very little work on the usage
of retrieval augmentation in the field of consumer health QA. While Li et al.
[2023] use retrieval augmentation to enrich LLMs with additional context for
consumer questions, their large-scale evaluation uses a conversational dataset
that differs from a one-turn QA setting. This motivates our work on filling
this gap by first developing a RAG system, before then evaluating the system’s
ability to answer non-factual questions.
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Dataset

Our literature review has shown that while the field of consumer health question
answering has been addressed before, there are still aspects that need to be
worked on. Our work proposes a RAG model for the task of consumer health
question answering. Given the challenges for the evaluation of generative QA
models we described before, we need a dataset that allows us to evaluate
the performance of our model in a meaningful way. We need a dataset that
contains natural language, non-factual questions that require long form answers.
The provided reference answers should be trustworthy and understandable for
laypersons. In this chapter we first conduct a review of existing datasets and
select the most suitable ones for our task. We then augment and filter this
dataset to better fit our needs. Finally we provide some descriptive analysis of
the dataset we created.

3.1 Existing Datasets
We collect a set of candidate datasets of consumer health question and answer
pairs using summary studies [Breja and Jain, 2022, Jin et al., 2023, Welivita
and Pu, 2023] and our own research. Only datasets consisting of non-factual
questions with long-form reference answers are included. Additionally, we
exclude any multi-turn conversational datasets, as we focus on the single-turn
QA setting. We provide a short overview for each inspected dataset and finally
explain our decision on what dataset we use for our further research.

The TREC LiveQA track addresses the task of consumer health question
answering. All questions are inquiries sent via email to the U.S. National
Library of Medicine (NLM). Each question is represented by a subject line and
the body text, usually consisting of multiple sentences providing background
information to the consumer and a question. Some emails include multiple
sub questions. The provided answers are (partially) manually extracted from
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documents retrieved from PubMed [Abacha et al., 2017]. While these questions
generally are non-factual and open-ended, the given answers stem from scientific
literature and are not necessarily understandable for laypersons. The long form
questions come with additional challenges given the possible noise in the text
of the email body.

Abacha et al. [2019a] introduce the MedicationQA dataset. It consists
of anonymized questions sent by consumers to MedLine Plus.1 The reference
answers are manually collected by medical experts from trustworthy websites.
While many questions are non-factual and open-ended, the dataset has a
clear focus on medication-related questions, ruling it out for our use case.
MedQuAD is a dataset of over 47, 000 health-related question-answer pairs
collected from 12 NIH websites.2 While the questions cover a wide variety of
health-related topics and generally can be characterized as non-factual, the
question and answer pairs are automatically extracted using a pattern matching
approach [Abacha and Demner-Fushman, 2019]. MEDIQA-QA focusses on
ranking answers for consumer questions. The provided answers were generated
by the ChiQA3 system. While the candidate answers are ranked by medical
experts, there is no clear reference answer provided for each question [Abacha
et al., 2019b].

Zhu et al. [2020] introduce MASH-QA (short for "Multiple Answer Spans
Healthcare Question Answering"). All questions are sourced from WebMD4

articles about a wide range of health topics. These pages are written by medical
professionals and feature a question and answer section. Each question is
answered by manually produced extracts from the corresponding article. This
allows for easy evaluation of extractive QA systems. Zhu et al. [2020] highlight
the non-factual nature of the questions and the need for long-form answers. The
latter is underlined by the fact that the extracted answers are often multiple
sentences long and stem from multiple different paragraphs in the source text
(thus the name of the dataset). Given that MASH-QA closely matches our
requirements, we decide to use it as the basis for our dataset. While the dataset
is originally created for extractive QA approaches and only provides benchmark
scores for extractive QA models, we believe that it can be adapted for usage in
the field of retrieval-augmented generation. Furthermore, the provided context
passages can be used for ablation studies were the retrieval step is omitted and
the model has to generate an answer based on the given context.

1https://medlineplus.gov
2https://github.com/abachaa/MedQuAD
3https://chiqa.nlm.nih.gov
4https://www.webmd.com/
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Table 3.1: Datasets used to source narratives for our test dataset.

Track Years n Topics n used

CLEF Consumer Health Search 2021 55 5
" eHealth Task 3 2013 — 2014 100 0

Neuclir 2022 60 1
Touché Causal Questions 2023 50 0

" Comparative Questions 2020 — 2022 150 1
" Controversial Questions 2023 50 1

TREC Common Core Track 2017, 2018 250 2
" Covid Track 2020 50 0
" HARD Track 2003, 2005 100 0
" Health Misinformation Track 2019 — 2022 200 7
" Microblog Track 2015 255 1
" Novelty Track 2002 — 2004 150 0
" Podcast Track 2020, 2021 100 1
" Robust Track 2004, 2005 300 1
" Terrabyte Track 2004 — 2006 150 1
" Web Track 1999 — 2002,

2009 — 2014
500 6

Total 2,520 27

3.2 Creating the MashTREC Dataset
We want to be able to evaluate each step of the QA process, which includes
judging the relevance of retrieved documents passed as context to the answer
generation. To simplify the evaluation and improve the quality of relevance
judgements we decide to augment the MashQA dataset to follow the standard
TREC format [Soboroff, 2021]. This involves adding narratives to each question
that further describe what information relevant documents must include. To
ensure a high quality of these narratives we opt to reuse existing narratives
from topics that have been used before to evaluate IR pipelines.

For this we first collect all available topics from the TREC topic collection5

as well as topics available in the python package irdatasets [MacAvaney
et al., 2021].6 The available topics are not limited to health-related tasks,
but cover a wide variety of topics and retrieval contexts. We then filter out
those topics that do not have any additional narratives or descriptions that

5https://TREC.nist.gov/data.html
6The list of available datasets can be found at https://ir-datasets.com
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contain additional information about relevance. Note that some topics supply
additional information in a field called "description" instead of "narrative".
We include these as well.

To help us find matching narratives for our test questions we embed all
questions from MashQA as well as all narratives using all-mpnet-base-v2
model.7 We then compute the pairwise cosine similarity between questions
and narratives8 and keep only those pairs with a similarity higher than 0.7.
We choose this threshold arbitrarily, given this filter only serves to reduce
noise for our manual matching process of the 175 question-narrative pairs that
remain. Manual inspection of the results show that the resulting pairs are
still fairly noisy: First we find that the narratives are partially too general
or to specific to be useful for judging retrieval results for the given questions.
Second, some questions match multiple narratives, which is not ideal as we
want to have a one-to-one mapping between questions and narratives. We
manually remove those pairs that are not suitable. Additionally, we remove
pairs with question that could easily be answered with "yes" or "no" as we want
to focus on open-ended questions. This process yields 27 question-narrative
pairs (cf. Table 3.1 for the source of all matched narratives) that make up the
MashTREC test dataset that we later use to evaluate both our retrieval as well
as our generation process.

3.2.1 Creating a Training Dataset

As shown in the previous section, finding matching narratives for our test
questions is a difficult task. We only find 27 matching narratives for the 3, 587
questions in the MashQA test dataset. Given our collection of narratives only
consists of 2, 520 topics, an additional matching process for a training dataset
would likely yield very few matches that would possibly be very similar to those
in the test dataset. Since a high quality of relevance judgments is clearly more
important for the test dataset, we decide not to use narratives for our training
dataset. Instead of using the whole MashQA dataset, we opt to only use a
subset of 50 questions. This has several advantages: First, the dataset is more
manageable in size. Second, we can ensure that the dataset is similar to the
test dataset by using stratified sampling based on our test questions. Finally,
we can enforce a strict separation between training and testing by not using
questions for training that are too similar to those in the test dataset.

To create the training dataset we first randomly sample 1, 000 questions
from the MashQA training dataset, stratifying by the first word in the question.

7https://huggingface.co/sentence-transformers/all-mpnet-base-v2
8We use the CLS-token to produce sentence-level embeddings for both questions and

narratives.

17

https://huggingface.co/sentence-transformers/all-mpnet-base-v2


CHAPTER 3. DATASET

Table 3.2: Prefixes of the questions in our dataset.

Prefix Training Test

What 20 (40%) 14 (52%)
How 18 (36%) 11 (41%)
Other Prefixes 12 (24%) 2 ( 7%)

We use the classes "What" with a weight of 0.5, "How" with a weight of 0.4
and combine all other prefixes with a weight of 0.1. This ensures that the
question types in our training dataset are similar to those in the test dataset.

We then embed both the test and the sampled training questions using
all-mpnet-base-v2. We compute the pairwise cosine similarity between each
test question and each sampled training question9. We rank each training
question according to its highest similarity to any test question and keep only
the bottom 500 questions. This filters out the questions that have close matches
in the test dataset. We sample the remaining 500 questions using the same
stratified sampling as before and end up with a training dataset of 50 questions.

3.2.2 Characteristics of MashTREC

We call our adapted version of the MashQA data set "MashTREC" to refer
to the two main sources used. As shown in Table 3.2, both the training and
test datasets are dominated by definitory questions starting with "What". As
shown in the literature review this is not automatically indicative of factual
questions. The second large group are questions starting with "How". The
distribution of prefixes is similar in both datasets, which is expected due to the
stratified sampling. The small difference in the distribution of prefixes is likely
due to the filtering process.

We provide two examples of questions from our test dataset that start with
"How" and "What" in Table 3.4. The question presented, which begins with
"What", is clearly definitional in nature: The provided reference answer is
several sentences long and provides examples to illustrate the explained concept.
Thus, the question is non-factual and fulfills our requirements. The presented
narratives are a result of the automatic matching process. Although they were
both originally created for slightly different questions, they fit our questions
very well. This is representative for our full test dataset.

The non-factual property of the MashTREC questions is underlined by the
fact that the reference answers are all several sentences long (cf. Table 3.3).
While the sentences in the training variety of our dataset are marginally shorter,

9We use the CLS-tokens for sentence-level embeddings.
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Table 3.3: Length of the reference answers in our dataset. Terms are defined as
words separated by whitespace.

Characters Terms Sentences

Test 413.3 70.6 4.8
Training 334.3 57.2 3.1

a manual inspection of the questions shows that they are all open-ended and
require a long-form answer.

Each MashQA question is annotated with the URL of the source article.
We extract a category (e.g., "Migraines Headaches" or "Skin Problems and
Treatments") from URL’s path and use it to classify each question. We find
that the questions in our filtered dataset cover a wide variety of topics (17
different question categories in test and 26 in training). The most common
categories in our test dataset are "Migraines Headaches" and "Beauty" (three
questions each). The most common category for our training dataset is "Oral
Health" with six questions. Although the exact medical fields covered by the
questions are very broad, all questions can be answered from the perspective of
a general practitioner. This assertion is supported by our expert study for the
generative step late in the process. Doctors from different specialties indicated
only minor problems in terms of lack of expertise to answer the questions. The
distribution of categories in our dataset is available in Appendix A.
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Table 3.4: Sample questions from the MashTREC test dataset. Narratives are result of
a semi-supervised matching process to topics following the TREC format. The questions
themselves and their reference answers are taken from the MashQA dataset.

Question How does a massage work to treat cellulite?

Narrative Cellulite is the dimpling of skin over an area of the body. Massage is a process of rubbing and applying pressure to the
body with the intent of either reducing tension in muscles or producing other benefits. To "get rid of cellulite" would be
to make the skin smooth without dimples over a long-term period.

Narrative Source TREC 2022 Health Misinformation Track

Reference
Answer

It can liquefy fat, cut connective tissue to loosen puckering, boost collagen growth and skin tightening, increase blood
flow, and lessen fluid retention. Endermologie (or lipomassage or endermology) is a specific type of mechanical massage.
A machine with low-pressure suction kneads your skin between two spinning rollers. The theory is that the deep
massage will break up the connective tissue that causes dimples. Most studies show that massage techniques, including
endermologie, make your skin look better for a short time but offer no long-term benefit. Some experts worry that the
suction can cause your skin to slacken prematurely, making it look worse. Focus on your legs, hips, and backside.

Category Beauty

Question What is the meaning of metabolism?

Narrative A relevant document will contain specific information on the catabolic and anabolic reactions of the metabolic process.
Relevant information includes, but is not limited to, the reactions occurring in metabolism, biochemical processes
(Glycolysis or Krebs cycle for production of energy), and disorders associated with the metabolic rate.

Narrative Source TREC 2004 Robust Track

Reference
Answer

Metabolism refers to all the chemical reactions taking place in the body to convert or use energy. A few major examples
of metabolism include: Breaking down the carbohydrates, proteins, and fats in food to release energy. Transforming
excess nitrogen into waste products excreted in urine. Breaking down or converting chemicals into other substances and
transporting them inside cells.

Category A To Z Guides
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Retrieval

In this chapter we focus on the retrieval process of our system. Our goal
is to create a retrieval system that is able to find relevant and trustworthy
information that can then be used to answer health-related questions. The
system should produce short text snippets that we can then feed into our
answer generation system.

We first address the challenge of health misinformation and develop our
approach to avoid this problem. We then discuss several approaches to handle
the need for preprocessing queries (or questions) for the retrieval process, which
was discussed in our literature review earlier. Finally, we follow the examples
discussed earlier and combine lexical and dense retrieval systems to create a
retrieval pipeline. This pipeline is then evaluated on both our MashTREC
dataset and the TREC 2022 Health Misinformation topics.

4.1 Retrieving from Reputable Sources
The trustworthiness of the retrieved information is a critical aspect of the
retrieval process. Especially in the medical domain, untrustworthy information
can have serious consequences. While we have previously discussed approaches
to assessing the trustworthiness of documents, we choose to take a different
approach. Instead of letting our retrieval system decide the trustworthiness of
retrieved documents, we solve the challenge of trust in our retrieval results by
retrieving only from sources that we consider a priori to be trustworthy.

One way to ensure reliable information in the retrieved documents is to
use a dataset of scholarly articles, such as PubMED [Jin et al., 2023]. This
ensures that the information is peer-reviewed and up to scientific standards.
However, this approach has the disadvantage that the language used in the
retrieved documents can be too complex for laypeople to understand. We aim
to provide answers to questions that are understandable to the general public.
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Therefore, we choose to retrieve from a corpus of webpages that are known to
provide trustworthy information while still being accessible to a wide audience.

We do this by first creating a list of reputable sources and retrieving only
from these sources. This follows the example of the CLEF eHealth Evaluation
Lab from 2013 to 2015 [Palotti et al., 2015]. The task on user-centered health
information retrieval used a corpus provided by the KHRESMOI project.1
The EU-funded project aimed to build a multilingual and multimodal search
engine for the medical domain. To ensure trustworthiness of the retrieved
documents, KHRESMOI only crawled webpages that were HONcode certified
by the Health On the Net Foundation2 (HON). This certification was awarded
to health-related websites that met a set of standards, ranging from good
privacy practices to only providing evidence-based information [Boyer et al.,
1998]. Additionally, only websites publishing content by qualified editors were
considered. HON also underlined the need for information to be understandable
and accessible to the public. The foundation is defunct as of December 2022
and the HONcode certification is no longer available to new websites.

Although we could theoretically use the corpus used by the CLEF lab to
limit our retrieval to trustworthy sources, we choose to create our own corpus.
We do this for two reasons: First, the CLEF Lab corpus is not publicly available.
Second, the corpus is outdated and may not reflect the current state of medical
standards. We base our corpus on the Clueweb22-B [Overwijk et al., 2022]
crawl consisting of 200 million webpages. This collection is then filtered to only
include webpages designated to be trustworthy. We use the following sources
to collect trustworthy domains:

• While there is no publicly accessible list of all websites certified by the
HON foundation, a HonCode browser extension exists.3 This open
source application notifies users when they visit a HONcode certified
website and marks links to certified websites. We find a list of 6, 581
certified domains at https://www.honcode.ch/HONcode/Plugin/liste.
txt.4 While the list is no longer updated due to the defunct status of the
HON foundation, the last update still encompasses the crawling period
of the Clueweb22-B collection.

• The KHRESMOI Reference Corpus [Khresmoi, 2016] is a collection
of 1, 083 documents from the medical domain. It contains the full

1The project’s website is not available anymore, but there is a snapshot from 2022 available:
https://web.archive.org/web/20220205054245/http://www.khresmoi.eu/

2The last available snapshot of HON’s website is available at https://web.archive.org/
web/20230709100236/http://www.hon.ch/en/

3https://github.com/healthonnet/hon-honcode-extension/
4Thanks to Jan Heinrich Reimer for pointing this out!
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text of documents that are annotated with mentioned medical entities.
The corpus was created to serve as training data for automated entity
annotation methods. The used documents come from two distinct sources:
first, it consists of Wikipedia pages and secondly of webpages crawled
by KHRESMOI project. For our use-case, we extracted the documents’
sources, yielding a total of 77 unique domains.

• The MedQuAD collects health-related question and answer pairs from
the websites associated with the US National Institutes of Health (NIH).5
The list of domains is available on the project’s GitHub repository.6
Overall, 9 governmental domains are included in the dataset.

• OpenMD7 is a freely accessible online search engine for health-related
information. Additionally, it offers a collection of trusted homepages
offering medical information8 directed at consumers. All websites are
reviewed by medical professionals. The listed websites are grouped by the
topic that is mainly discussed on each website. We scrape all available
directory pages and extract the linked sites’ domains, resulting in a total
of 812 entries.

Some sources we use include URLs instead of domains. In this case we
extract the domain from the URL by removing any path or query information
while keeping all subdomains. Deduplication of the domain list results in a total
of 7, 309 unique domains. Filtering the Clueweb22-B corpus to only include
documents from these domains results in a corpus of 21, 889, 770 documents.
We deem this to be a sufficient amount of documents to retrieve from.

4.2 Preprocessing
As discussed in the literature review, it is unclear whether retrieval using
natural language questions or keyword queries is preferable in terms of retrieval
effectiveness [Iovine et al., 2022, Pugachev et al., 2023, White et al., 2015].
Given the importance of query preprocessing in the medical domain [Welivita
and Pu, 2023], we still develop two approaches to preprocess natural language
questions into keyword queries.

While one of our proposed systems works by selecting the most important
terms from a question, the other system is able to completely rewrite the

5https://www.nih.gov
6https://github.com/abachaa/MedQuAD
7https://openmd.com
8https://openmd.com/directory
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question into a keyword query format, possibly introducing completely new
terms. We describe the creation of both systems in the following sections
before performing an ablation study, evaluating the impact of the preprocessing
techniques on the retrieval effectiveness of a QA system.

4.2.1 Essential Term Extraction

Khashabi et al. [2017] claim that QA systems can be distracted by long-form
natural language questions including redundant terms. They introduce the
concept of essential question terms. A term’s essentiality is hereby defined as
how necessary it is to see it when answering a given question. This concept is
further specified by three additional rules:

1. Exchanging an essential term changes the meaning of the questions.

2. Dropping a non-essential term does not change the correct answer of a
question.

3. It is not important whether or not a question is still phrased grammatically
correct after dropping a term.

Khashabi et al. [2017] introduce a dataset of 2, 223 elementary school science
exam questions. For each question a total of five crowd sourced workers on
Amazon Mechanical Turk where asked to judge each term’s binary essentiality.
The majority vote is then used to produce a term-level essentiality label.
Classifiers trained using the so produced dataset have been used to retrieve
evidence in multiple choice QA systems before by combining a question’s
essential terms with each answer option to retrieve evidence [Musa et al., 2018,
Ni et al., 2019].

We propose an extractive query preprocessor for the open QA setting that
we train using the Essential Terms dataset. We train our own transformer
based token classifier that is then used to extract a question’s essential terms.
The extracted terms are then used as a keyword query to retrieve relevant
passages to answer the question. We fine-tune a transformer on the classification
task using a hyperparameter search on the essential terms dataset. We follow
Khashabi et al. [2017] by using the majority vote over all manual annotations
to produce binary relevance labels for each term. The essential terms dataset
uses words separated by whitespace as terms, so we preprocess the dataset by
first tokenizing it using our base model’s tokenizer and then transferring the
original term labels to the newly created tokens.

We perform a random search using the distributions defined in Table 4.1.
We perform a total of 75 runs using a random 8:1:1 split for training, validation,
and testing following Musa et al. [2018]. The trained models are compared by
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Table 4.1: Hyperparameter value ranges for training of an encoder based classifier
to identify essential terms in a question. All runs use a uniform distribution for
sampling from the value range.

Parameter Value Range

Base Model {distilbert/distilbert-base-uncased,
sentence-transformers/all-MiniLM-L12-v2,
FacebookAI/roberta-base}

Weight Decay 0 — 0.5
Learning Rate 1e-8 — 1e-3
Epochs 1 — 30
Batch Size 1 — 10
Class Weights {balanced, imbalanced}
Scheduler {cosine, linear}
Warmup 0 — 5000

Table 4.2: Essential terms classification results. We compute F1-score, precision
(Pr), recall (Re), and accuracy (Acc) per question and macro average the results. The
best value per column is printed in bold.

Approach Acc Pr Re F1

ET Classifier [Khashabi et al., 2017] 0.75 0.91 0.71 0.80
ET Net [Ni et al., 2019] - 0.74 0.90 0.81
NCRF++ [Musa et al., 2018] 0.88 0.73 0.80 0.77

Our Approach 0.92 0.86 0.85 0.84

their F1-score on the validation dataset. Multiple runs reach a perfect score of 1
on both the training and the validation dataset, therefore we choose our model
based on the lowest validation loss. Our selected model uses the RoBERTa
base model and is trained for 13 epochs.9

We evaluate our best model using our test dataset and compare it to prior
approaches. Table 4.2 shows that our model outperforms all prior work in
terms of accuracy and F1-score.

The model can then be turned into a query preprocessor: We first run the
given natural language question through our classifier. By only keeping tokens
deemed "essential" we can then transform the question into a keyword query.
Note that this does not enable complete rewriting of queries, as the approach

9Batch size is 3, the learning rate is 2.543 × 10−5 using cosine scheduling. The class
weights are balanced and the weight decay 0.21. We use 2790 warmup steps.
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Table 4.3: Comparison of the output of term classifiers for the question: Emily made
a cup of tea and stirred it with a spoon. The spoon became warm. How was the heat
from the tea transferred to the spoon?. Note that this question comes from Musa
et al. [2018] and is not present in the original dataset. That means that there is no
ground truth for it.

Approach Query

NCRF++ [Musa et al., 2018] tea heat tea transferred
Our Approach tea stirred spoon warm heat transferred

works purely extractive and is not able to introduce new terms. Table 4.2
compares our model to one prior approach when used as a query preprocessor.
Musa et al. [2018] are the only ones to provide an example output, which is
why we compare our approach to theirs. Our approach extracts more terms
from the question while avoiding duplication of terms. However, there is no
evidence that one approach is superior with regards to retrieval effectiveness.

4.2.2 Sequence-to-Sequence Preprocessing

As discussed before, medical information retrieval has the problem of language
mismatches: There are many ways to express the same information need in a
query, with different phrasing possibly leading to different retrieved documents.
A purely extractive approach like the one described above is not able to apply
such a rephrasing. To counter this pitfall we propose a sequence-to-sequence
model that is trained to fully rewrite a question into a query. This model can
than be used as a preprocessor to retrieve evidence for questions.

Dataset

We do not come across any larges cale datasets of query-question pairs in the
medical domain.10 To train a sequence-to-sequence model to rewrite questions
into queries, we need such a dataset. We decide to create our own dataset using
a semi-supervised approach by combining questions from the MashQA training
dataset with queries from the Tripclick dataset.

The Tripclick dataset [Rekabsaz et al., 2021] contains click logs of the Trip
database.11 The Trip database is a search engine for medical professionals

10Note that the TREC Health Misinformation dataset features both natural language
questions and keyword queries for each topic. However, only 150 such pairs are available.
Additionally, we use the 2022 edition of the track in our ablation study, ruling it out as
training questions.

11https://www.tripdatabase.com
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containing click data for 1.6 million health-related queries. The queries are
mainly posed by medical professionals, so the language in the queries is highly
specific and likely differs from a the language used by consumers. The HEAD
variant of the dataset contains queries that represent the most frequent 20% of
the search engine’s traffic.

We start our approach by first embedding all questions and queries using
the all-MiniLM-L12-v2 model.12 The pairwise similarity between all questions
and queries is then computed using cosine similarity.13 We select the top five
matches per question as match candidates. This gives us a total of 137, 835
potential question-query pairs (five pairs for each of the 27, 567 questions from
the MashQA training variant). We exclude any pairs containing questions that
we already use in our MashTREC dataset. Our goal is now to establish both a
similarity metric and a threshold score that allows us to differentiate between
matches and non-matches. The task differs from a traditional classification
problem as we are using the results for the training of a downstream model.
Instead of finding a similarity threshold that gives us a good class separation,
we want to maximize the number of matches while still ensuring high quality
matches. In practice this means that we want to maximize recall for a fixed
precision. To find a threshold that fulfils this requirement we manually annotate
part of the candidate pairs as either "Match" or "No Match". Using these
manual annotations we can then estimate the precision and recall for different
thresholds and similarity metrics, allowing us to choose the best option.

Annotation: The annotation is conducted by six annotators using the open
source annotation tool Doccano.14 A screenshot of the user interface is given
in Figure 4.1. No annotators are medical professionals. One is a PhD student
in computer science, one is a graduate student in computer science, one is an
undergraduate student in computer science and the other annotators are all
graduate students in social sciences. None but one have prior experience with
annotation tasks. All annotators are native speakers of German with fluent
but not native knowledge of English. The annotators are asked to annotate
whether the presented question and query both represent the same information
need. All pairs where either the query or the question is too general or too
specific will be rejected. The exact wording of our annotation guidelines can
be found in Appendix B.

We use a two-stage annotation process to ensure high annotation consistency.
In the pilot phase all annotators are presented with the same 250 question-query
pairs (five queries per question). Uncertainties in question-query pairs where

12https://huggingface.co/sentence-transformers/all-MiniLM-L12-v2
13We once again use the CLS-token to get sentence-level embeddings.
14https://github.com/doccano/doccano

27

https://huggingface.co/sentence-transformers/all-MiniLM-L12-v2
https://github.com/doccano/doccano


CHAPTER 4. RETRIEVAL

Figure 4.1: Screenshot of the annotation interface in Doccano. The annotator is
presented with a question and a query and has to decide whether both represent the
same information need.

there is disagreement about the match are then resolved in a group discussion.
We also use this discussion to clarify any ambiguities in the annotation guidelines.
In the main phase of the annotation, the participants then annotate 625 pairs
each. 375 of these pairs are individual for each annotator. The rest of the pairs
are the same for each participant. This leads to a total of 2, 250 annotations by
a single annotator and 250 shared annotations resulting in 2, 500 annotations in
total. The shared pairs allow us to measure agreement in the main phase as well.
The inter-rater agreement can be measured using Fleiss’ κ, which compares
the observed agreement to the expected agreement. For the pilot study we
reach an agreement of κ = 0.45 what constitutes a moderate agreement [Landis
and Koch, 1977]. For the main study we reach an agreement of κ = 0.6 which,
although higher, once again constitutes a moderate agreement.

In total, the annotation process produces 2, 487 annotated pairs. The missing
13 pairs had to be dropped due to user errors while using Doccano. We drop a
further 55 pairs from the shared pairs where no consensus across all annotators
was reached. As a lot of matches follow the pattern of a question asking What
is/are [$object]? and a keyword query of [$object], we add an additional 60
pairs from the candidates that follow this pattern but were not selected for
annotation. This results in 2, 468 pairs of which 297 (12%) are matches.
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Semi-Supervised Matching: Our decision to use all-MiniLM-L12-v2 and
cosine similarity metrics for creating the candidate matches was somewhat
arbitrary. To determine the best possible configuration of base model and
similarity metric to use when automatically creating a large amount of high
quality matches (by maximizing the recall for a fixed precision) we use our
annotated pairs to estimate recall and precision values for a range of different
combinations of base model, similarity metric, and threshold.

As similarity metrics we try the cosine similarity, the euclidean distance,
the inner product, and the manhattan distance. As base models for creating
the embeddings we evaluate the following models:

• BioBert15

• miniLM16

• LaBSE17

• T518

• MPNet-v219

For each combination of similarity metric and base model we compute
the similarity of each labeled pair. Combined with the manually created
labels this allows us to create a precision-recall curve by varying a similarity
threshold and only selecting those pairs with a high enough similarity. Manually
inspecting the selected pairs for each fixed precision value shows us that a value
of p = 0.75 offers a good balance between a large enough result set and high
quality matches. We use the configuration that achieves the highest recall at
this precision value for the creation of our semi-supervised dataset. The model
is a combination of the mpnet-v2 model and the cosine similarity metric. The
model achieves a recall of 0.47 at a precision of 0.75 for a similarity threshold
of 0.83. Figure 4.2 shows the precision-recall curves for all evaluated models.
The chosen configuration and the precision value of 0.75 are marked in the
plot. Our chosen configuration is not only the one with the highest recall at
this precision value but also the one with the highest overall Area Under the
Curve score (AUC) of 0.95. This indicates the best tested performance in the
detection of matches when used as a classifier.

Using the selected configuration to filter all previously generated candidate
matches results in a total of 340 pairs. This constitutes the result of our

15https://huggingface.co/pritamdeka/BioBERT-mnli-snli-scinli-scitail-
mednli-stsb

16https://huggingface.co/sentence-transformers/all-MiniLM-L12-v2
17https://huggingface.co/sentence-transformers/LaBSE
18https://huggingface.co/sentence-transformers/sentence-t5-base
19https://huggingface.co/sentence-transformers/all-mpnet-base-v2
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Figure 4.2: Precision-Recall curves for the classification of query-question matches.
All evaluated similarity metrics and base models are shown, with our chosen
configuration being marked in bold orange.

Table 4.4: Example pairs from our semi-supervised question-query dataset

MashQA Question Tripclick Query

How is diverticulitis treated? diverticulitis treatment
Can echinacea help with a cold? echinacea and common cold
How is cancer-related pain typically treated? cancer pain management
Can acupuncture help treat insomnia? acupuncture insomnia

semi-supervised dataset creation. Table 4.4 offers a few examples of the
created pairs. While some of the queries only consist of terms also occurring
in the question, others are more complex and contain additional terms, also
introducing new technical terms such as "pain management" to the query. This
illustrates the potential of the sequence-to-sequence model to introduce expert
language to the query.

Dataset Finalization: Because the yield of our semi-supervised dataset
creation is lower than expected, we decide to add additional pairs to the
dataset. To do this, we use the Essential Terms dataset, which is also used
for the training of our the extractive preprocessing approach. This adds an
additional 2, 223 question-question pairs. Note that these additional pairs are
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Table 4.5: Hyperparameter prior distributions for training of an sequence-to-sequence
model to rewrite questions into queries. All runs use a uniform distribution for
sampling from the value range.

Parameter Value Range

Base Model t5-small, t5-base
Weight Decay 0 — 0.75
Learning Rate 1e-8 — 1e-3
Epochs 1 — 20
Batch Size 1 — 15
Scheduler {cosine, linear}

Prompt

{"Turn question into query",
"Define a search query for",
"Turn the following question into a clear
and concise keyword query"}

Maximum Length 15 — 64
Repetition Penalty 0.5 — 2.0

not specific to the medical domain and consist only of extractive keyword
queries. We still deem the amount of medical data to be sufficient for training
our sequence-to-sequence model to work on medical questions.

Training

We fine-tune a T5-based sequence-to-sequence model on the dataset using a
random hyperparameter grid search to transform the given natural language
questions into keyword queries. The prior distribution for each hyperparameter
can be found in Table 4.5. We perform a total of 50 runs using a random 8:1:1
split for training, validation, and testing. When splitting the data, we stratify
according to whether the query-question pair comes from our semi-supervised
dataset or the essential terms dataset. The best model is trained for 8 epochs
using a linear scheduler and reaches a ROUGE-L score of 0.86 on the validation
dataset. It uses the t5-base model and the longest tested prompt: Turn the
following question into a clear and concise keyword query.20

Evaluation

We evaluate our fine-tuned models using the ROUGE metrics [Lin and Och,
2004]. Originally devised as a family of metrics for automatic evaluation of

20It uses a batch size of 7, a learning rate of 2.646× 10−4, and a weight decay of 0.16. The
repetition penalty is 1.146,
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Table 4.6: Performance of our fine-tuned sequence-to-sequence model as measured
with ROUGE-L and ROUGE-1.

Our Dataset QSP-Pairs

Model ROUGE-L ROUGE-1 ROUGE-L ROUGE-1

Ours 0.85 0.85 0.63 0.64
Iovine et al. [2022] - - 0.73 0.78

machine translations, it has been used before to evaluate generation of keyword
queries from natural language questions [Iovine et al., 2022]. Given a reference
X of length m and a generated string Y the ROUGE-L score is defined as

RL(X, Y ) =
LCS(X, Y )

m

with LCS (X, Y ) being the length of the longest common subsequence of X
and Y . ROUGE-1 refers to the recall of unigrams between generated string
and ground truth.

We select the fine-tuned model with the highest ROUGE-L score on the
validation dataset. The model is then evaluated on both our test dataset and
the test dataset provided by Iovine et al. [2022], which contains question-query
pairs from an open domain. The results can be found in Table 4.6. We
note that our approach underperforms the approach by Iovine et al. [2022]
on the QSP-Pairs dataset. However, the performance on our own dataset is
significantly higher. We attribute this to the fact that the datasets differ in
their nature. Our dataset has a significant bias to health-related questions.
Due to the fact that Iovine et al. [2022] do not publish model weights, we are
unable to compare the performance on our dataset.

4.2.3 Comparing Preprocessing Techniques

After completing our preprocessing techniques we compare the two approaches.
Table 4.7 shows examples of generated queries. Note that both proposed
approaches generate keyword queries that are very close to the original question
and mainly remove stopwords. Albeit being able to completely transform the
question, 54% of terms generated by the sequence-to-sequence model were
already present in the input. In part, the generative approach only augments
small details, e.g., by transforming "migraines" into the singular "migraine".21

21The American Migraine Foundation explicitly favours the singular as it better captures the
chronic character of the disease: https://americanmigrainefoundation.org/resource-
library/migraine-terms/
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Table 4.7: Examples of queries generated by the two preprocessing techniques.

Which medications can treat alzheimer’s disease?
Essential Terms medications treat alzheimer’s disease
Sequence-to-Sequence alzheimer’s disease treatment

How can acupuncture help treat migraines?
Essential Terms acupuncture treat migraines
Sequence-to-Sequence acupuncture migraine

How is fatigue related to multiple sclerosis?
Essential Terms fatigue related multiple sclerosis
Sequence-to-Sequence multiple sclerosis fatigue

Table 4.8: Effect of preprocessing approaches on query and term length.

System # characters # terms term length

Original 45.5 7.4 5.4
Essential Terms 26.5 3.3 7.3
Sequence-to-Sequence 21.5 2.6 7.5

Overall both approaches result in similar queries: 22% of all questions
in the test set are transformed into the same query. However the results of
the generative approach seem to be slightly shorter and contain fewer terms.
Table 4.8 confirms this impression as both the overall length as well as the
term count is reduced. However, we observe slightly longer terms in the
sequence-to-sequence approach. We hypothesize that this might be due to a
more scientific language used in the queries of the Tripclick dataset that was
uses to train the model.

4.2.4 Ablation: Query Preprocessing on TREC 2022
Health Misinformation Track

To evaluate the impact of preprocessing on the retrieval effectiveness we use
the TREC 2022 Health Misinformation Track. The web retrieval task is on
the retrieval of documents for consumer health search from the C4 noclean22

corpus. For all topics, a yes-no question in natural language is given. The
retrieval systems are evaluated according to their likelihood of retrieving helpful
documents and their resilience against retrieving harmful documents. This

22https://huggingface.co/datasets/allenai/c4
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Table 4.9: Retrieval effectiveness scores of our preprocessors on the TREC 2022
Health Misinformation Track. For compatibility with helpful documents, a higher
score is better. For harmful documents, lower is better.

Compatibility

System nDCG Harmful Helpful Difference
Helpful, Harmful

Sequence-to-Sequence 0.17 0.09 0.13 0.04
Essential Terms 0.19 0.11 0.17 0.06
Stopword Removal 0.21 0.10 0.16 0.06
Original Question 0.22 0.11 0.18 0.07

is measured using the compatibility metric. Additionally we evaluate the
systems’ retrieval ability to retrieve useful documents using the normalized
discounted cumulative gain (nDCG) metric. All used metrics are explained
in greater detail in Section 4.4. We combine our preprocessing approaches
with the default lexical BM25 retrieval model from Elasticsearch without
any additional reranking. As we have observed that our preprocessors seem
to remove stopwords, we additionally evaluate the impact of a preprocessor
consisting solely of stopword removal. We implement this using the NLTK
library’s english stopword list [Bird et al., 2009].

Table 4.9 shows the results for each system. We observe that the scores
for all tested systems are very close to each other. The sequence-to-sequence
model shows a slight advantage over the other systems in terms the likelihood
to retrieve harmful documents while the original question performs best with
regards to the retrieval of helpful documents. Using a question as query also
performs best in terms of nDCG. We do not measure any significant differences
between the systems (p < 0.05). Compared to the other runs submitted for the
shared task, all of our measured metrics would place our systems very low in
the ranking [Clarke et al., 2022]. We attribute this to the fact the we only use
a very simple retrieval model, because only the impact of our preprocessing
techniques is of interest at this stage.

While this ablation study does not show an improvement in retrieval
effectiveness, we also do not observe a decrease. Note that the Misinformation
Track only features yes-no questions while our models were trained on multiple
choice (Essential Terms) and a mix of the former and non-factual questions
with open answers (Sequence-to-Sequence). This may have led to our models
not being able to fully leverage their potential. For this reason we decide to
continue with both approaches in the next steps of our research.

34



CHAPTER 4. RETRIEVAL

4.3 Creating a Retrieval Pipeline
Given our focus in this works lies on creating a QA system, we opt against
creating our own retrieval system from scratch. Instead, we decide to combine
existing retrieval approaches in a pipeline for our use case of retrieving relevant
documents for health-related questions. We then perform a grid search over
different retrieval settings and optimize the pipeline with regards to retrieval
effectiveness. For this we divide our retrieval process into multiple stages:

1. The first stage uses lexical retrieval to retrieve a large amount of documents
using the original question.

2. We then perform a preprocessing step to transform the given question
into a keyword query.

3. We perform an additional lexical retrieval step by reranking the documents
retrieved in the first step using BM25.

4. We perform a rank cutoff to reduce the amount of documents to rerank.

5. We split the reranked documents into paragraphs using a sliding window
approach. This step is fixed across all runs in the grid search.

6. For the second reranking step we use a dense retrieval model. We try
both monoT5 [Pradeep et al., 2021] and ANCE [Xiong et al., 2020] in
this step.

7. We perform another rank cutoff to reduce the amount of documents.

8. Lastly we rerank the paragraphs using duoT5 [Pradeep et al., 2021].

We use the Clueweb22-B [Overwijk et al., 2022] corpus that consists of 200
million documents for the initial retrieval. We filter out all documents that are
not from reputable sources as described in the previous section. This leaves
around 22 million documents in the corpus. The documents are indexed and
retrieved using ElasticSearch with the search engine’s default BM25 retrieval
parameters. This step is fixed and not part of the grid search as we do not
have access to change the retrieval model of the search engine. We retrieve an
initial set of 500 documents for each question.

For the preprocessing step we use the sequence-to-sequence model and the
keyword extraction model described in the previous section. Additionally we
evaluate the search using the original question as a query. While the first
reranking step with BM25 after using the same retrieval system for the initial
retrieval might seem redundant, we use this step to vary BM25’s parameters.
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Table 4.10: Value ranges used in the gridsearch for all steps in the retrieval pipeline.
We also evaluate skipping the last reranking step entirely. Our selected pipeline
configuration is marked in bold.

Parameter Value range

Preprocessing
System {Sequence-to-Sequence, Essential Terms, None}

First reranker
BM25 k1 {0.6, 2.5,4.4}
BM25 b {0.15, 0.45,0.75}

Second reranker
Rank Cutoff {50, 100}
Model {monoT5, ANCE-FirstP}

Third reranker
Rank Cutoff {5,10}
Model {duoT5, None}

For this, we use similar parameter ranges to those used by Lin [2018]. We
somewhat reduce the range of parameters to limit the amount of configurations
we have to evaluate.

In total the combinations of configurations result in a total of 324 different
runs. The used parameter ranges are shown in Table 4.10. All retrieval
pipelines are implemented using the Python library pyterrier [Macdonald
and Tonellotto, 2020]. For the ANCE reranker we use the pyterrier_dr
package.23 Both monoT5 and duoT5 are implemented using pyterrier_t5.24

4.4 Evaluation
We evaluate our systems purely with regards to retrieval effectiveness, ignoring
runtime and resource usage. For the grid search we use the training topics from
our MashTREC dataset. The best performing pipeline is then evaluated on the
test set. All evaluations are performed using manual annotations of the retrieval
results up to a depth of 5. Similar to the evaluations performed in the TREC
Health Misinformation track [Clarke et al., 2020a] we rate retrieved snippets

23https://github.com/terrierteam/pyterrier_dr
24https://github.com/terrierteam/pyterrier_t5
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Table 4.11: Scoring system for combined relevance and correctness judgements.

Description Score

The snippet is relevant and correct. 4
The snippet is partially relevant and correct. 3
The snippet is relevant and correctness is unknown. 2
The snippet is partially relevant and correctness is unknown. 1
The snippet is not relevant. 0
The snippet is partially relevant and incorrect. -1
The snippet is relevant and incorrect. -2

not only with regards to their topical relevance but also their correctness.
Since we only offer narratives for topics in the test dataset, we create in depth
annotation guidelines for the relevance judgements to help the annotators create
high quality annotations. The guidelines are available in Appendices C and D.

We use a three point scale for relevance judgements: "Relevant", "Partially
relevant", and "Not relevant". All snippets deemed either "Relevant" or
"Partially Relevant" are additionally annotated with regards to their correctness.
Because the manual relevance judgements are not performed by medical
professionals, we define correctness as whether or not the snippet aligns with
the information presented in the reference answer from MashQA. Due to the
open nature of the questions, we judge a snippet as "Correct" if there is
any overlap between the snippet and the reference answer. Only if there are
clear contradictions between snippet and reference, the snippet is judged as
"Incorrect". All other snippets are annotated as "Correctness Unknown".

We derive a numerical score from the combinations of the relevance and
correctness judgements. The resulting scoring system that is heavily inspired
by the TREC Health Misinformation track [Clarke et al., 2020a] and follows
the idea of rewarding correct information and penalizing incorrect information.
The systems prefers clearly irrelevant results to those that are relevant but
contain misinformation. The full mapping is shown in Table 4.11.

4.4.1 Metrics

To rank the retrieval systems we compute several metrics that use both the
relevance and correctness judgements. For all metrics we use the Python
package ir_measures.25

25https://github.com/terrierteam/ir_measures
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Table 4.12: Illustrating the counts of true positives (TP), false positives (FP), false
negatives (FN), and true negatives (TN) in a retrieval scenario.

Relevant

Retrieved Yes No

Yes TP FP
No FN TN

Precision and Recall

Precision and recall provide a way to evaluate the binary relevance of retrieval
results. To do this, we binarize our relevance judgments by considering only
"relevant" and "partially relevant" as relevant and "not relevant" as not relevant.

Each document in the corpus can be classified as either true positive (TP),
false positive (FP), false negative (FN) or true negative (TN) as described in
Table 4.12. The precision P measures the proportion of retrieved documents
for a topic that are relevant:

P =
TP

TP + FP
.

Recall is the proportion of relevant documents for a topic that are retrieved:

R =
TP

TP + FN
.

To combine precision and recall into a single score we calculate their
harmonic mean, the F1-score:

F1 = 2 · P ·R
P +R

.

Note that the metrics do not take the position of the relevant documents
into account and are highly dependent on the depth of the evaluation. We
macro-average the precision, recall, and F1-score over all topics to get the final
scores for each system.

Normalized Discounted Cumulative Gain (nDCG)

Precision and recall metrics can only be computed using binary relevance
judgements. Additionally, these metrics do not take the position of the retrieved
documents into account. Therefore we also calculate the normalized discounted
cumulative gain (nDCG) [Järvelin and Kekäläinen, 2000, 2002] for the retrieval
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results. Compared to precision and recall that only allow for binary relevance
judgements, nDCG allows for graded relevance judgements. Furthermore the
metric takes the position of each retrieved document into account. The further
down the list a relevant document is, the less it contributes to the nDCG
score. To compute the nDCG for one topics at depth p we first calculate the
discounted cumulative gain (DCG):

DCGp =
p∑

i=1

reli
log2(i+ 1)

with reli being the relevance score of the document at position i. Because
different topics might have different numbers of relevant documents, we normalize
the DCG by the ideal DCG (IDCG) that is reachable with the retrieved results
(based on all relevance judgements we have for each topic) to get the nDCG:

nDCGp =
DCGp

IDCGp

.

We use the relevance score 2 for relevant documents, 1 for partially relevant
documents and 0 for not relevant documents. The resulting nDCG scores are
then averaged over all topics to get the final nDCG score for each system.

Compatibility

The metrics discussed so far only take the relevance judgements into account.
While one may use the scores defined in Table 4.11 to calculate an nDCG score
that takes the correctness judgements into account, we follow Clarke et al.
[2020a] and instead opt for the compatibility metric [Clarke et al., 2020b]. The
scores mapped to each judgement are somewhat arbitrary. Changing the scores
could lead to very different nDCG scores. While we do not necessarily trust
the exact scores we chose, we do trust the relative order of the scores. The
compatibility score takes that into account by comparing the order of retrieved
documents to a theoretical ideal order as defined by our preferences.

For each ranking of retrieved documents R, one can define an ideal ranking
I. Within the ideal ranking all documents (not only those retrieved in R) are
sorted according to a given preference order. The ideal ranking I is specific
for each real ranking R: Documents that are in R always rank higher than
documents that are not in R and have the same preference score. At each
preference rank the ideal ordering starts with the documents that are in R in
the retrieved order and then continue with the documents that are not in R in
an arbitrary order. The rank biased overlap (RBO) [Webber et al., 2010] that
measures the similarity between the two rankings can than be calculated:
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RBO(R, I) = (1− p)
∞∑
i

pi−1 |R1:i ∩ Ii:1|
i

with R1:i and Ii:1 being the top i documents in R and I respectively. The
parameter p is a weight that determines how much the RBO score is biased
towards the beginning of the rankings. We use p = 0.98 as suggested by Webber
et al. [2010]. As we only judge the top five documents for each topic, we only
calculate the sum up to i = 5. The resulting similarity scores across all topic
are then averaged to get the compatibility score for each system.

We use the metric in two ways to evaluate the retrieval systems. First we
calculate the overall compatibility score using the relevance scores as preference
scores (we call this the "Overall Compatibility" of a system). This allows a good
overall evaluation of the retrieval systems taking both relevance and correctness
into account. Second, we use the metric to place the evaluated retrieval systems
in a two dimensional space: We can measure the compatibility to documents
considered helpful separately from the compatibility to documents considered
harmful. In theory this allows us to select a retrieval system that retrieves
documents that are helpful while avoiding harmful documents (indicated by a
high compatibility with helpful documents and a low compatibility with harmful
documents). For this sake we divide our judgements into two groups: All
documents with a score higher than 0 are considered helpful and all documents
with a score lower than 0 are considered harmful. We take the absolute value
of the score for harmful documents. We then calculate the compatibility score
for helpful and harmful documents separately. A good retrieval system should
have a high compatibility score for helpful documents and a low compatibility
score for harmful documents. This approach to evaluate retrieval systems is
taken from the TREC Health Misinformation track [Clarke et al., 2022].

The overall compatibility is the main metric in our grid search. However,
we still report all other measured metrics to give a better understanding of the
retrieval systems.

4.4.2 Grid Search

The retrieval results for all systems in our grid search are judged by five
annotators. These annotators are one PhD student of computer science, one
graduate student of computer science, two bachelor students of computer science
and one graduate of social sciences. All annotators are fluent in English and
one is a native speaker. Only the first two annotators reported prior experience
with text annotation. The guidelines for the annotation process are available
in Appendix C.

40



CHAPTER 4. RETRIEVAL

We use a two-step annotation process to ensure high quality annotations
with a high level of agreement between annotators. The first stage consists of
a shared annotation of 103 query-document pairs.26

This allows us to measure the initial agreement between annotators and
resolve any disagreements in a group discussion. We measure the agreement
using Fleiss’ κ: We reach a value of κ = 0.31 which is considered fair
agreement [Landis and Koch, 1977]. When evaluating agreement on correctness
and relevance separately, we reach values of κ = 0.32 for relevance (κ = 0.44 for
binarized relevance where partially relevant documents are considered relevant)
and κ = 0.27 for correctness. In the second phase of the annotation process we
split the remaining document pairs between the annotators. Additionally, 99
query-document pairs are shared by all annotators.27 We measure the agreement
using Fleiss’ κ again: The overall agreement increases to κ = 0.43, agreement
on relevance is κ = 0.63 (0.74 for binarized judgements) and agreement on
correctness is κ = 0.47.

Note that during this initial phase of the annotation process we did not use
the category "Correctness Unknown" and only used "Correct" and "Incorrect".
All documents that did mention any of the information presented in the ground
truth were labeled as "Incorrect", even if there was no contradiction between
the snippet and the ground truth. We hypothesize that this unintuitive labelling
led to the noticeably lower agreement with regards to correctness. To resolve
this issue we added the category "Correctness Unknown" and reannotated the
correctness for all documents that were labeled as "Relevant" or "Partially
Relevant" and "Incorrect" initially. This reannotation was done by the two
annotators with prior experience. We derive unambiguous judgments from
shared annotation by majority vote.

Results

The overall distribution of our evaluation metrics is shown in Figure 4.3.
In particular, we see a large variance between the systems for the precision
measured at the first rank.28 Because we plan to use the retrieval results as
input for an answer generation system, we are interested in the precision at
the first rank. This is due to the fact, that only a limited amount of context
documents can be passed to the generation step of the pipeline. Figure 4.4

26We decide to let each annotator make relevance judgments for all retrieved documents of
three queries. We choose this number because it gives us a good number of query-document
pairs, close to 100.

27Again, we create shared relevance judgements for the retrieval results for three queries.
Since the number of unique results per query varies, there are slightly fewer shared pairs in
the main annotation process.

28That is the percentage of relevant results retrieved at rank 1.
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Figure 4.3: Distribution of relevance-focussed retrieval effectiveness metrics for all
systems evaluated in the grid search.

shows how the different hyperparameters influence the retrieval effectiveness
as measured by the overall compatibility. For the parameters of our initial
BM25 step we observe that there is a clear trend towards higher compatibility
scores for higher values of b and lower values for k1. While the median scores
for all preprocessors are very close to each other, there are some runs using no
preprocessing that score noticeably higher than any run using a preprocessor.
While no clear trend for any choice is visible for the rank cutoffs between each
reranker, the choice of the reranker itself seems to have a large influence on the
overall compatibility. There are more high scoring systems that use monoT5
than ANCE. The additional duoT5-based reranking step also increases the

Table 4.13: Hyperparameters of the best performing retrieval system in the grid
search.

Hyperparameter Value

Preprocessor None
BM25 k1 4.4
BM25 b 0.75
First Rank Cutoff 50
First Reranker monoT5
Second Rank Cutoff 10
Second Reranker duoT5
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Figure 4.4: Distribution of overall compatibility scores for each step of the retrieval
pipeline.

compatibility. These observations are confirmed when we look at the best
performing system in the grid search with regards to the overall compatibility
(cf. Table 4.13). With the exception of k1, all hyperparameters of our chosen
system follow all trends described above. The retrieval pipeline scores highest
or high in nearly all of the evaluation metrics we measured (cf. Table 4.14).

The notable exception to these results is the compatibility with harmful
documents. Our chosen system scores relatively high in this metric which might
indicate a high likelihood of retrieving harmful documents. We investigate this
further by looking at the spacing of our system in the two-dimensional space of
compatibility to helpful and harmful documents as discussed before. Figure 4.5
shows the positioning of all evaluated systems in this space. Ideally, we would
like to see a high compatibility with helpful documents and a low compatibility
with harmful documents, indicated by a dot in the bottom right corner of the
plot. Overall, the 2-dimensional scores of the systems seem to indicate, that
a high compatibility with helpful documents is often accompanied by a high
compatibility with harmful documents. The bottom right corner of the plot
is mostly empty. However, we also note that the compatibility with harmful
documents is generally very low. The average compatibility score with harmful
documents is 0.02. Additionally, investigating the compatibility scores for
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Table 4.14: Evaluation metrics for the best performing retrieval system in the
grid search. The rank column shows the rank of the system compared to all other
evaluated systems. The ranking for the compatibility with harmful documents is
inverted. In total, 324 systems are evaluated.

Metric Value Rank

Overall Compatibility 0.35 1
Compatibility with Helpful Documents 0.38 2
Compatibility with Harmful Documents 0.03 260
∆ of Harmful and Helpful Compatibility 0.35 2
F1 0.27 1
nDCG 0.31 1
P@1 0.78 2

each topic (cf. Figure 4.6) we see that there is no compatibility with harmful
documents whatsoever for most topics. We retrieve harmful documents for only
a few topics, in fact our chosen system only retrieves harmful documents for 2
out of 50 topics. So while our selected system scores high in the compatibility
with harmful documents, this is still not indicative of a high likelihood of
retrieving harmful documents. Similar to Clarke et al. [2022], we additionally
measure the difference between the compatibility with helpful and harmful
documents. For this metric, our system scores second highest in the grid search.

4.4.3 Test Set

We retrieve passages for each test topic with the best performing system as
determined by the grid search. Again, we evaluate the retrieval up to a depth
of 5. Our annotation guidelines are very similar to those used for the grid
search. However, we add the narratives taken from the TREC topics to each
question to give the annotators a better understanding of the context of the
question. The guidelines are available in Appendix D. Three annotators that
already participated in the grid search annotation process are used to judge the
retrieval results. Since the annotators are already familiar with the annotation
process, we only conduct one round of annotation. All annotators annotate the
same query-document pairs, resulting in three judgements for each document.
Overall we reach a Fleiss’ κ of 0.21 which constitutes a fair agreement [Landis
and Koch, 1977]. The agreement on the binarized relevance judgements is
κ = 0.46 and there is an agreement of κ = 0.34 on the correctness.

As all documents are judged by three annotators, we derive unambiguous
judgements from shared annotation by using a majority vote. We determine
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Figure 4.5: Aggregated compatiblity scores for each retrieval system in the grid
search. Each dot represents the mean of the compatibility scores across all topics for
one system. The retrieval system chosen as the best performing system is highlighted
with a red cross. The line indicates an equal compatibility with helpful and harmful
documents.

the majority vote separately for relevance and correctness and then combine
the two to get the final judgement for each document. We then calculate the
evaluation metrics as described before.

Results

Table 4.15 shows the evaluation metrics for our selected retrieval system on
the test topics. Notice that the system scores very high on all metrics - in fact,
it significantly outperforms its own performance on the training topics on most
of the metrics measured. This is surprising, as we would expect comparable
performances on both datasets.

While the training set was sampled to follow a similar distribution of
question prefixes as the test set, the details of the questions may be different.
Note that the test set was created by matching questions to previous TREC
topics, while the training set was selected based on prefixes only. Since the
TREC topics we match to are likely hand-picked, there could be a difference
in retrievability between our topic sets. This could lead to a difference in the
retrieval effectiveness of our retrieval system. In addition, we only provide
narratives for the test topics. Since the narratives typically help the annotators
to better understand the context of the question, this could also lead to a
higher probability of classifying retrieved documents as relevant. We note these
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Figure 4.6: Compatibility scores for each topic in the grid search. Each dot represents
the scores for the results of one system for one topic. Note that the overwhelming
majority of the compatibility scores with harmful documents is 0. This is underlined
by the average harmfulness compatibility score of 0.02. The line indicates an equal
compatibility with helpful and harmful documents.

observations as limitations of our evaluation process, but continue with our
chosen system as the overall results seem very promising.

4.4.4 Evaluation on TREC 2022 Health Misinformation

To get an additional perspective on the retrieval effectiveness of our chosen
system we decide to conduct an additional evaluation. We use the TREC 2022
Health Misinformation Track as a benchmark. The track provides a set of
50 health-related topics that are expressed as yes-no questions. Judgements
for retrieval from the C4 noclean dataset by Google29 are provided by the
track’s organizers. Similar to our prior evaluation, we measure compatibility to
both harmful and helpful documents as well as the retrieval effectiveness with
regards to usefulness of the retrieved documents.

The retrieval pipeline we produced in our grid search needs to be slightly
modified for the evaluation: we originally designed the pipeline to retrieve
passages, but the Misinfo Track only provides judgments at the document
level. Therefore, we apply a transformation to our retrieval results that
ranks each originally retrieved document (before applying the sliding window
transformation that produces our passages) according to its highest ranked

29https://huggingface.co/datasets/allenai/c4
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Table 4.15: Evaluation metrics for our selected retrieval system on the test topics.
The dagger† indicates a significant increase (or decrease for compatibility to harmful
documents) compared to the metrics on the training topics (p < 0.05).

Metric Value σ2

Overall Compatibility 0.81† 0.05
Compatibility Helpful Documents 0.81† 0.05
Compatibility Harmful Documents 0.00 0.00
F1 0.91† 0.03
nDCG 0.95† 0.01
P@1 0.89 0.10

Table 4.16: Evaluation results for our selected retrieval system in the TREC 2022
Health Misinformation Track. In addition to our results, we report the metrics for
the best systems in terms of compatibility with helpful and harmful documents,
respectively. The nDCG results and median scores are taken from Bondarenko et al.
[2022], the best systems are taken from the official track report [Clarke et al., 2022].

.
Compatibility

System Helpful Harmful Difference
Helpful, Harmful nDCG

Ours 0.19 0.15 0.04 0.50
hm22_ref_comb.vera_t5 0.35 0.09 0.26 -
webis-longck-ax-lin 0.11 0.07 0.08 0.49

Median All Participants 0.24 0.13 0.11 0.69

passage. Instead of discarding the documents filtered out by each rank cutoff,
we reconfigure our system to rerank only the top k passages at each step. Thus,
we produce a ranking up to a depth of 500.

We show the results of our evaluation in Table 4.16, comparing our system
to the median of each metric across all runs for the shared task, as well as to the
best systems with respect to both compatibility metrics. Overall, our system
scores slightly below the median for each metric. A run with our system would
have placed us in the bottom third in terms of the difference in compatibility
scores for helpful and harmful documents.

While our approach does not rank highly, it is important to understand
the limitations of the evaluation. Our grid search was designed to optimize
retrieval effectiveness for the top five passages. We did not aim to produce a
good ranking with a depth of 500, and we did not optimize the ranking of full
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documents. In addition, we optimized our system on a dataset of non-factual
questions, whereas TREC Health Misinformation contains yes-no questions.

4.5 Summary
In this chapter we have discussed the retrieval process for our system. We
first addressed the challenge of health misinformation by only retrieving from
trustworthy sources. Because we want to use sources that are understandable
to the general public, we opt to retrieve from a corpus of webpages instead of
scholarly articles. We create a list of reputable sources by combining several
sources of trustworthy domains. This list is then used to filter the Clueweb22-B
corpus to only include documents from these domains.

Then, we developed two approaches to transform questions from a natural
language form into keyword queries. One preprocessor followed an extractive
approach, using a classifier to identify the most important words in a question.
The second preprocessor used a generative approach, allowing new words to be
added to the query. Initial tests on the TREC Health Misinformation track
showed no advantage in retrieval effectiveness for either approach.

We then built our own retrieval system by combining existing rankers and
rerankers. We used a grid search to determine the best performing retrieval
configuration on our training questions, using manual relevance judgements to
determine the retrieval effectiveness. We selected the best system with regards
to the overall compatibility score and note that it scores highly across most
measured metrics. The notable exception to this is the compatibility to harmful
documents. Given the low overall number of harmful documents we retrieved,
we consider this to be an acceptable result.

When evaluating our chosen retrieval system on our test set, we notice a
significant increase in some metrics compared to the training data. We attribute
this to slight differences in the genesis of the topics. We perform an additional
evaluation on the TREC Health Misinformation track. Our system performs
poorly on this benchmark. We attribute this to the fact that we had to modify
our system slightly to fit the TREC evaluation setup. In addition, we note that
the questions in our MashTREC dataset are not factual in nature, while the
questions in the Misinformation track are all yes-no questions.
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Generating Long Form Answers

In this chapter we describe the process of generating long form answers
to our questions using the retrieved passages as context. We opt for a
retrieval-augmented generation approach as first introduced by Lewis et al.
[2020]. We decide to treat the generative model as a black box and focus on
optimizing the input prompt as well as the document processing. Additionally
this allows us to exchange the language model we use and report our system’s
answer quality when using different LLMs.

First, we describe the construction of the generative component before
evaluating the generated answers. Since the generated answers to the questions
from our test set are the end result of our question answering pipeline, we
provide an in-depth analysis of the generated answers. We perform both an
automatic evaluation, which compares the generated answers to the reference
answers from MashQA, and a manual evaluation, in which experts evaluate the
quality of the generated answers. We conclude the chapter with an ablation
study that evaluates our generative system without the retrieval component.

5.1 Prompt Engineering
To generate long-form answers to our questions, we use a large language model.
We use the Mistral7B model [Jiang et al., 2023a] released by MistralAI in 2023
in the prompt engineering process. The model weights are available for free
download.1 We treat the choice of the exact phrasing of the prompt as a grid
search problem, using different aspects of the prompt as hyperparameters that
are varied. We experiment with different ways of providing context to the
model, using system prompts, and one- or few-shot examples. However, we use
Mistral7B for all runs in the grid search.

1https://huggingface.co/mistralai/Mistral-7B-v0.1
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We then evaluate the generated answers using automatic evaluation metrics
and select the best performing prompt configuration to generate the answers for
the test set. In total, the grid search evaluates 96 different prompt configurations.
We optimize the following hyperparameters:

• Mistral7B provides the ability to add a system prompt to the input. This
prompt is indicated by a special token and defines the general scheme of
the generated answers. We experiment with three system prompts and
evaluate the effect of using no system prompt at all.

• We experiment with using either one or three snippets as context for the
model.

• We evaluate the usage of a summarizer to summarize the snippets before
passing them as context to the generation model. Additionally, we try
using no summarizer at all.

• We try different ways of providing examples to the model. We experiment
with using either one- or three-shot examples combining any of five
selected example triplets of question, context, and reference answer.

The different system prompts tested differ mainly in the specificity of
information given to the model with regards to the expected content of the
answer. While one system prompt is very specific and goes into great detail
about the details of the QA setting and the expected content of the answer, the
other two are more general and only provide a general scheme of the expected
answer. The different system prompts we evaluated can be found in Appendix F.
The longest system prompt explicitly asks the LLM to refuse giving an answer
if the context does not provide enough information to answer the question.
While we want the system to generate answers to all questions, rejecting to
answer can be desirable, as it can help to avoid the answers not based on any
information it found in the retrieved trustworthy documents.

To prime the model to generate answers that are similar to the retrieved
snippets, we evaluate the use of one-shot and few-shot prompting. We use
actual snippets retrieved by our chosen retrieval system as examples. We
randomly select five topics from the training dataset that we retrieved relevant
and correct snippets at rank one for and evaluate using either one or three
examples that combine any of the five questions. The example questions are
removed from the training set. One or three triplets consisting of question,
snippet, and answer are then presented to the model before it is presented with
the actual question and context from the test set.
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For the summarization step we use the facebook/bart-large-cnn model.2
We implement the summarization step using a pipeline provided by the Hugging
Face Transformers library3 [Wolf et al., 2020]. Manual evaluation of the retrieved
snippets showed that they often contain noise such as HTML-tags or incomplete
sentences. During early testing, we found that a summarization step can help
to distill relevant information from the retrieved snippets.

5.2 Evaluation
Following the evaluation of a RAG system for answering clinical questions
presented by Zakka et al. [2024], we evaluate our generated answers on the
three dimensions of factuality, completeness, and human preference. However,
we differ from the proposed evaluation process by limiting the amount of human
input required. We do this because our access to experts in the medical domain
is limited and the number of systems to evaluate in the grid search is large. We
decide to use only manual evaluation (and thus human preference) for the test
set, and use purely automatic evaluation metrics for the grid search.

The overall evaluation process comes with two pitfalls. First, the automatic
metrics compare the generated answers to a given reference answer. This
assumes that the reference answer is of the highest quality and complete.
While the answers provided by the MashQA dataset are written by medical
professionals, annotators in the manual evaluation process of the retrieval
system already noted that some retrieved snippets are more complete and
understandable than the given reference answer. We still use automatic metrics
because we perform an additional manual evaluation step later. This is then
used to test the automatic metrics’ reliability.

The second pitfall is the possibility of train-test leakage. Neither MistralAI
nor OpenAI disclose the exact training data used for their models. This leaves
the possibility that the model has seen the reference answer during training.
We are aware of this possibility. In the manual evaluation process we decide
to include the reference answer when measuring preference for the generated
answers. This enables us to detect if the system’s answers are of higher quality
than the ground truth, indicating that the models are not just repeating the
reference answer they already saw during training.

2https://huggingface.co/facebook/bart-large-cnn
3https://huggingface.co/docs/transformers/
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5.2.1 Automatic Metrics

Our automatic evaluation of factuality and completeness is partially based on
the RAGAs framework for automatic evaluation of RAG systems [Es et al.,
2023]. As the proposed metrics require the use of OpenAI’s inference API, we
decide to split our grid search into two stages. We use SemScore, which does
not use any of OpenAI’s models, for the first stage to determine the top five
configurations. The top five configurations are then evaluated further using
RAGAs-based metrics. This split is necessary as the usage of OpenAI’s API is
costly and we work with a limited budget.

We use a total of three different automatic evaluation metrics to evaluate the
generated answers. While SemScore measures the semantic similarity between
generated answer and the given reference, the RAGAs metric of Correctness
and Completeness offer a more fine grained evaluation.

SemScore

SemScore is a metric that was developed for the automatic evaluation of
instruction-tuned LLMs [Aynetdinov and Akbik, 2024]. It works by comparing
the generated answer to the ground truth by computing the semantic similarity
as measured by the cosine similarity between the embeddings of the generated
answer and the ground truth. Given two vector representations x and y, the
cosine similarity is the cosine of the angle θ between x and y:

cos θ =
x · y

∥x∥∥y∥
.

The produced value is in the range [−1, 1], where 1 indicates a very
high similarity and −1 a very high dissimilarity. Aynetdinov and Akbik
[2024] recommend to use the all-mpnet-base-v24 base model to create the
embeddings and measure the similarity of the inputs’ CLS-tokens. We follow
this recommendation. Using the described configuration SemScore has the
highest rank correlation with human preference judgments when comparing it
to other automatic evaluation metrics such as ROUGE or BLEU [Aynetdinov
and Akbik, 2024]. The metric can capture high similarity even in the case of
a complete rephrasing of the ground truth without any overlap in the words
used. SemScore is identical to the Relevance metric as proposed by RAGAs5

with the only difference being the model used to create the embeddings.
4https://huggingface.co/sentence-transformers/all-mpnet-base-v2
5https://docs.ragas.io/en/latest/concepts/metrics/answer_relevance.html
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Correctness

The Correctness metric, as provided by RAGAs6, takes an approach where
question answering scenarios are treated as retrieval problems. Here, the
reference answers are considered as a set of relevant statements that may or
may not be present in the generated answer. Furthermore, a generated answer
might include irrelevant statements. This perspective enables us to calculate
the amount of true positives, false positives, true negatives, and false negatives,
which can subsequently be combined using precision, recall, and F1-scores.

We first submit the triplet of question, reference answer, and generated
answer to the OpenAI-API to extract statements only in the ground truth and
statements only in the generated answer as well as statements in both (This
creates the three classes of False Negatives, False Positives, and True Positives).
For this we use the GPT3.5 inference endpoint. The exact prompts we use is
available in RAGAs’ Github repository.7 We then calculate the precision, recall
for each generated answer. A system’s Correctness score is the macro-averaged
F1-score across all generated answers.

Completeness

We use OpenAI’s GPT3.5 model to measure a generated answer’s completeness
with regards to three different aspects: We measure if the answer addresses all
aspects of the question, if the answer omits any important content and if the
answer contains any irrelevant content. To create these three scores we submit
question, reference answer, and generated answer to the OpenAI-API and ask
the model to produce three distinct scores for each of the three aspects. The
triplet of scores is then aggregated using the arithmetic mean to get a single
score. To get a system’s completeness score, we average the scores of all the
system’s answers. The exact prompt we use is available in Appendix I.8

We must note that this metric has not been validated in a scientific setting
before and thus may not be as reliable as the other used metrics. However,
we include it in our evaluation to get a more fine grained evaluation of the
generated answers.

6https://docs.ragas.io/en/latest/concepts/metrics/answer_correctness.html
7https://github.com/explodinggradients/ragas/blob/

c7302724a6203966c7d0c16db8f09ed5ce2a1a75/src/ragas/metrics/_answer_
correctness.py#L32

8Thanks to Dr. Alexander Bondarenko for providing the prompt as well as the results of
the evaluation for this metric.
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5.2.2 Grid Search

In the first step of our grid search we measure the SemScore of each configuration.
Figure 5.1 shows the distribution of SemScores for all tested configurations.
We notice that there is a large variance in the achieved scores. The top five
configurations all have an aggregated SemScore of 0.58 and higher. All top
five configurations use the longest tested system prompt. In addition, all top
runs use one-shot examples, but the specific example used varies. A single
context snippet is used in three out of five runs. The summarization step is
also used in three out of five runs. Although the long system prompt used for
all candidates allows the system to reject an answer in the case of irrelevant or
missing context documents, this option is not used for any generated answer -
even if the top retrieved snippet was rated irrelevant in our retrieval evaluation.

We then evaluate the top five configurations using the OpenAI-based metrics.
Figure 5.2 shows the results for the second stage of our automatic evaluation.
While SemScore and Completeness are highly correlated, the correlation between
Correctness and the other two metrics is lower, indicating that both LLM-based
metrics seem to measure distinct aspects of the generated answers. We also
determine the 95% confidence interval for each metric.9 This reveals a high
variance for each tested score, making it hard to determine the best configuration
based on the automatic evaluation metrics alone.

Based on these observations, we decide against selecting our generation
configuration based on a single metric alone. Instead, we decide to examine the
hyperparameters of the selected candidates. We determine the mode for each
hyperparameter used by the candidates and notice that a system having each
parameter equal to the mode is already featured in the top five configurations.
We decide to select this configuration as the result of the grid search. The
selected configuration uses a very extensive system prompt and a single passage
as context that is passed through a summarization model. The chosen one-shot
example is noticeable because the used context snippet only contains part of the
reference answer to the question. We hypothesize that this might be beneficial
because it encourages the model to use both the context and the embedded
knowledge to generate the answer. The exact prompt the selected system uses
is available in Appendix G.

5.2.3 Test Set Evaluation

Our grid search tested prompt configurations based on answers generated by
the Mistral7B model. Since we treat the language model as a black box and do
not perform any additional fine-tuning, we can easily replace the model used for

9For this we assume a normal distribution of scores.
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Figure 5.1: Distribution of SemScores for all tested configurations in the grid search.
A system’s SemScore is the average of the SemScores of the generated answers to
training questions.
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Figure 5.2: Pairwise comparison of all automatic evaluation metrics for the top
five grid search configurations as decided by the SemScore metric. The additional
bars show the 95% confidence intervals assuming a normal distribution. Our selected
system is highlighted in red. The correlation of the aggregated metrics is measured
using Pearson’s r and Kendall’s τ .

generation. This allows us to test the chosen configuration independently of the
model used. We decide to evaluate the selected prompt configuration using not
only the Mistral model, but also OpenAI’s significantly larger10 GPT4 model.11

We use the same prompt for both models, only changing how the system prompt
10While OpenAI does not publish any information on the model’s size it is estimated

to have about 1.7 trillion parameters: https://the-decoder.com/gpt-4-architecture-
datasets-costs-and-more-leaked/. Mistral7B has 7 billion parameters.

11We use OpenAI’s inference API with the model gpt_4-0613.
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Figure 5.3: Pairwise comparison of our automatic evaluation metrics for the test
set evaluation. The additional bars show the 95% confidence intervals assuming a
normal distribution.

is passed. In addition, we generate answers using both models with a prompt
that has no context and no examples. In these cases, the system prompt is
updated to remove all references to context. The exact wording is available in
Appendix H. This evaluation setting gives us four different generated answers
and one reference answer per topic.

We first evaluate all generated answers using the same automatic metrics as
in the grid search. We then have the generated answers evaluated by medical
professionals and compare the generation results to MashQA’s reference answers.

Of all the responses generated, there is only one case where the system
refuses to give an answer due to missing information in the passed passage. The
pipeline in question uses GPT4. A manual review of the given context passage
reveals that it is in fact not relevant to the given question, meaning that the
model was correct in rejecting the answer. However, our manual relevance
judgments found two other non-relevant passages that were provided as context,
meaning that in some cases all of the tested systems failed to reject answers
based on missing information in the context. While the one case of rejection is
a desirable result, we decide to exclude the given answer from further evaluation
to ensure comparability between the different pipelines.

Automatic Metrics

The pairwise distribution of our automatic evaluation metrics per system are
shown in Figure 5.3. The value ranges for all scores for the pipeline using
the Mistral model and retrieved context are similar to those measured in the
grid search. Overall we notice that both GPT4-based systems outperform the
Mistral-based systems regarding SemScore and Completeness. The Mistral-based
systems outperform the GPT4-based systems regarding Correctness. For each
model the configuration using no context outperforms its counterpart using
context across all measured metrics. However, we find that regardless of whether
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Table 5.1: Pearson correlation between non-aggregated automatic evaluation metrics
across all systems for the test topics. No coefficient is significantly higher than 0 at
the p = 0.05 level.

SemScore Correctness Completeness

SemScore - 0.05 0.17
Correctness 0.05 - 0.01
Completeness 0.17 0.01 -

context is used or not, the results are very similar if the base model used is the
same. The chosen LLM seems to have a larger impact on the quality of the
generated answers than the retrieval process.

We report the pairwise correlation between the non-aggregated automatic
evaluation metrics in Table 5.1. These results show only very low positive
correlations between the metrics. We perform t-tests to determine if the
correlation coefficients are significantly different from 0. No measured correlation
is significant at the p = 0.05 level. These results cannot be used to determine
whether or not the metrics are capable to judge the quality of the generated
answers. However, the lack of correlation shows us that if the metrics are usable
to measure the generated answer’s quality, they do so in different ways. We
aggregate all metrics using the mean per system. We then recalculate both the
pearson as well as the kendall correlation between the aggregated metrics. The
results are shown in Figure 5.3. While the SemScore and completeness metrics
are highly correlated, RAGAs’ correctness metric does not correlate with the
other two metrics. Additionally, it exhibits a very large variance.

Our automatic metrics show that the GPT4-based systems outperform the
Mistral-based systems. Counterintuitively, the retrieval process has a negative
impact on the quality of the generated answers. To get a better understanding
of how the retrieval process influences the generation process, we investigate
how the quality of the retrieved passages influences the quality of the generated
answers. Table 5.2 shows how the topical relevance of the snippet that is used
as context influences the metrics. We only calculate these metrics for runs
that use context. While answers generated based on non-relevant passages
perform lower across all metrics, there is no such trend between the finer-grained
relevance classes. These results indicate that a good retrieval process may
actually increase the quality of the generated answers. However, the results
are only statistically significant for the Completeness metric.

We further investigate the influence of the context by measuring how similar
the generated answers are to the given context. Given the overall high quality
of our retrieval (as shown in the retrieval evaluation) we would expect that
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Table 5.2: Automatic evaluation metrics of generated answers by the relevance
of the supplied context. The dagger† indicates a significant (t-test with p < 0.05)
increase in the metric compared to the corresponding lower relevance class. For the
binarized relevance we count all partially relevant and relevant contexts as relevant.

Context Relevance SemScore Correctness Completeness

Not Relevant 0.62 0.13 0.64
Partially Relevant 0.61 0.20 0.89†
Relevant 0.71 0.14 0.82

Relevant (Binarized) 0.69 0.15 0.83†
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Figure 5.4: Influence of the contexts’ characteristics on the SemScore of the generated
answers. The left plot shows the influence of the similarity between context and
generated answer to the SemScore. The right plot shows the similarity between the
context and the ground truth to the SemScore.

generated answers that are consistent with the retrieved context perform better
than answers that are inconsistent with the context. We measure the similarity
between the context and the generated answer using SemScore. The left plot
in Figure 5.4 shows how the measured similarity influences the SemScore of
the generated answers. With regards to the consistency between answer and
context we do not notice an influence on the answer’s overall SemScore. It does
not seem to matter wether or not the generated answer is similar to the given
context as there is no influence on the answer’s SemScore. This is somewhat
contradictive to our prior observation regarding the importance of the context
for the generation process.

In our manual annotation of the retrieval results, we only evaluate the
relevance of the retrieved passages with respect to the question - the alignment
with the given reference answer is only measured as part of the correctness
annotation. This means that even highly relevant documents may contain
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different information from the reference answer. For this reason, we decide to
measure an additional metric that measures the similarity between the retrieved
context and the reference answer, acting as a ex-post measure of retrieval quality
that checks whether the retrieved documents match our expected result or not.
We measure this similarity using the SemScore metric. The second plot in
Figure 5.4 shows the relationship between the ex-post context quality and the
SemScore of the generated answers. The results for the Mistral-based system
show a low correlation between the quality of the contexts and the SemScore
of the generated answers. However, for the GPT4-based system, we observe a
clear positive linear relationship between the two metrics. This means that the
more similar the retrieved context is to the reference, the higher the SemScore
of the generated answer. This indicates that the retrieval process has an impact
on the generation process.

While the automatic evaluation metrics show that purely generative systems
outperform systems that use retrieval for both tested models, the results of
the finer-grained analysis show that the retrieval process can have a positive
impact on the generation process. Our results seem to indicate that if we
only retrieved documents that match our expected answers really well, the
retrieval-augmented answers would be of higher quality than those generated
without retrieval. This is a promising result as it indicates a potential for RAG
to improve the quality of the generated answers in health-related QA.

However, this observation relies heavily on the fact that the automated
metrics only compare the generated answers to the given reference answer. We
have shown that contexts that align well with the reference answer can also
lead to generated answers that align well with the reference answer. Note that
this does not necessarily indicate that the generated answers are of a higher
overall quality. Given the inherent ambiguity of non-factual questions and
the possibility of multiple correct answers we discussed before, the generated
answers might still be of higher quality than the reference answer if they do
not align well with it. This underlines the need for a manual evaluation of the
generated answers.

Manual Preference Annotation

We have our generated answers evaluated by medical professionals. We present
the annotators with a question and a pair of two answers from different systems.
The annotators are then asked to choose their preferred answer. While we
provide some guidance on what to consider when choosing an answer, we do
not give a strict definition of what a good answer is. Instead we ask the
annotators to choose the answer that is closer to the answer they would give to
their patients. The exact annotation guidelines are available in Appendix E.
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Additionally, we give the annotators the option to choose "No Preference" if
they feel that both answers are equally good or bad, and "Unsure" if they
feel like they lack the expertise to make an informed decision. We use the
open source tool Doccano to collect the annotations. One annotator has a
doctorate and works as a trauma surgeon, the other annotator is a junior doctor
in anaesthesia. As the questions in our test set are most likely to be assigned
to general medicine, we do not make a specific assignment but randomly assign
the same number of questions to each annotator for evaluation. For three
questions, we let both annotators rate all answer pairs in order to measure the
inter-coder agreement to test the reliability of our annotations.

We drop all annotations where the annotator chose "Unsure". Additionally
we drop preference pairs where a context based system refuses to give an answer
because of lacking information in the context. This is the case for one answer of
the GPT4-based system. We calculate the agreement between both annotators
using Fleiss’ Kappa. The overall agreement is κ = 0.14 which is considered only
slight agreement [Landis and Koch, 1977]. When ignoring any pairs where at
least one annotator chose "No Preference" the agreement increases to κ = 0.63
which constitutes substantial agreement. This is likely due to the fact that the
annotators differed greatly in their likelihood to choose "No Preference". One
annotator chose that option in 38%, the other annotator used it only in 15% of
all cases. Given that our chosen preference aggregation methods are capable to
handle ties, we decide to include all annotations in our evaluation. We drop all
shared pairs where there was no agreement between the annotators. Overall
this leaves us with 225 expert annotations.

Table 5.4 shows the number of times each system was preferred over another,
ignoring ties. The overall impression from the evaluation based on automatic
metrics is confirmed: GPT4-based systems outperform Mistral-based systems,
whether context is used or not. For GPT4, the system without RAG still
wins the head-to-head comparison (7 wins, 6 losses, 10 ties). However, when
comparing the Mistral systems, there is a slight preference for the system using
context (9 wins, 7 losses, 6 ties). While the automatic metrics assume that
the given reference answer is the best possible answer, we can abandon this
assumption in the manual evaluation. In fact, the annotators frequently prefer
the generated answers to the given reference answer. Table 5.3 shows the
generated answers for a question where the annotators preferred every single
generated answer to the reference answer. All answers, except for the one
generated by Mistral7B without retrieval, are very careful in their wording and
do not make any strong claims. This answer also stands out as its language
seems less natural than the other answers. However, it is still preferred over
the reference answer. The annotators did not note any preferences between the
generated answers.
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Table 5.3: Examples of generated answers for the test set evaluation. The reference
answer is provided by MashQA. The generated answers are preferred by the annotators
across all configurations. The medical professionals noted no preferences between the
generated answers.

Question: How effective is zinc for colds?

Reference Answer: There are mixed reviews on zinc. Some studies show that
zinc nasal sprays can help reduce how long your cold lasts
and make your symptoms less severe. And because of the
risk of a loss of smell, many experts recommend that you
avoid zinc nasal sprays completely.

Mistral7B Context: There have been many studies done regarding how well
zinc works against common colds but they all seem to
come back inconclusive as far as whether or not it actually
helps fight off viruses like Rhinoviruses (which causes most
cases). However one study did find evidence suggesting
that taking high doses could reduce severity if taken within
24 hours after first feeling ill; however these findings were
only seen among those who had never used antibiotics
before so further research needs to take place before we
make definitive claims about its effectiveness!

Mistral7B: 10% more likely to recover from cold within one week
than those who took placebo. Zinc lozenges may reduce
duration by about half day compared with placebos.
However, it has been shown that taking too high dosage
of zinc could cause nausea, vomiting, loss of taste and
smell, headaches etc.

GPT4 Context: Research on zinc’s effectiveness for colds has shown
mixed results. Some studies suggest that zinc lozenges
or syrup can reduce the length of a cold by one day,
especially if taken within 24 hours of the first signs and
symptoms. However, the research is not conclusive enough
to recommend zinc as a standard treatment for colds.

GPT4: Zinc may help to shorten the duration of a cold if taken
within 24 hours of the first symptoms. However, it’s not
a cure and its effectiveness can vary between individuals.
Always consult with a healthcare provider before starting
any new supplement regimen.
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Table 5.4: Pairwise preferences for the test set evaluation. Each row shows the
amount of times the system in the row was preferred over the system in the column.
Annotations with "No Preference" are not included in this table. The table is ordered
to maximize the row sums.

Losing System

Preferred GPT4 GPT4
Context

Mistral7B
Context

Reference
Answer Mistral7B

GPT4 - 7 10 17 14
GPT4 Context 6 - 12 16 12
Mistral7B Context 3 3 - 10 9
Reference Answer 1 2 11 - 10
Mistral7B 1 4 7 10 -

Table 5.5: Amount of times a system was tied with another system by the experts
in the manual judgements.

Ties

GPT4 GPT4
Context

Mistral7B
Context

Reference
Answer Mistral7B

GPT4 - 10 5 4 7
GPT4 Context 10 - 7 5 9
Mistral7B Context 5 7 - 3 6
Reference Answer 4 5 3 - 4
Mistral7B 7 9 6 4 -

To get a better understanding of the annotators’ overall preferences we
aggregate the pairwise preference metrics. The Borda Count (BC) assigns the
differing systems points based on the amount of times they were preferred over
another system. Ties are resolved by giving both systems half points [Emerson,
2013]. The Kemeny-Young method (KY) generates a ranking that maximizes
the likelihood that a higher ranked system is preferred over a lower ranked
system in a direct comparison [Kemeny, 1959]. While the Borda Count takes
ties into account, they are not considered in the Kemeny-Young ranking.
Additionally we report the overall win rate for each system across all pairwise
preference pairs. The results are shown in Table 5.6. The aggregated preferences
confirm our prior impressions. Both GPT4-based systems outperform the
Mistral-based systems. The system using the GPT4 model without retrieval
is the preferred system. MashQA’s reference answers are only preferable to
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Table 5.6: Aggregated preference annotations for the test set evaluation. WR is
the percentage of wins across all pairwise comparisons. WR No Ties is the win rate
when ignoring ties. BC is the Borda Count. KY is the Kemeny-Young-Rank. We
report the scores separately for the evaluation excluding the reference answer. For all
metrics except the Kemeny-Young-Rank, higher scores indicate a better performance.

System WR WR
No Ties BC KY

Including Reference Answer
GPT4 0.53 0.81 63.5 1
GPT4 Context 0.52 0.74 59.0 2
Mistral7B Context 0.29 0.38 35.5 3
Reference Answer 0.26 0.31 32.0 4
Mistral7B 0.24 0.33 35.0 5

Excluding Reference Answer
GPT4 0.46 0.76 44.0 1
GPT4 Context 0.46 0.68 41.0 2
Mistral7B Context 0.24 0.34 24.0 3
Mistral7B 0.17 0.26 23.0 4

the Mistral-based system without retrieval. While the retrieval has no positive
impact for GPT4, it has a positive impact for the Mistral model. The ranking
of the generation systems stays the same even when omitting any comparisons
to the reference answers.

To study the influence of the used context, we examine how the generated
answers perform against the ground truth in relation to the manual relevance
judgement for the provided context. Given we only use a single passage as
context, we can group each generated answer into three categories: The context
is relevant to the question, the context is irrelevant to the question, and the
context is partially relevant to the question. Given our system does not retrieve
any passages with incorrect information for the test topics, we perform no
evaluation with regards to the correctness of the context.

Table 5.7 shows the win rate of the generated answers over the ground
truth based on the relevance of the context. As observed before, the generated
answers are commonly preferred over the ground truth no matter the relevance
of the context. Similar to what we already observed in the automatic evaluation,
relevant contexts have a positive impact on the quality of the generated answers.
This is the case for both partially and fully relevant context. The win rate
is highest for partially relevant contexts. However, given the low count and
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Table 5.7: Wins of generated answers over the ground truth based on the relevance
of the context. For this we investigate all models together. Ties are not included in
this table. For the binarized relevance we count all partially relevant and relevant
contexts as relevant.

Context Relevance Win Rate
Generated Count σ2

Not Relevant 0.68 9 0.29
Partially Relevant 0.81 8 0.22
Relevant 0.73 25 0.29

Relevant (Binarized) 0.75 33 0.28

high variance, we fail to find any significant differences between the different
relevance classes.

Overall, the manual evaluation of the generation process partially confirms
our prior observations. The large GPT4 model outperforms the smaller Mistral
model - no matter if retrieval is used or not. While the purely generative
GPT4-based system still ranks highest, its retrieval-augmented counterpart
has very similar scores. For Mistral7B we even show a positive impact of the
retrieval process.

Combining the Metrics

Overall, the automatic and manual evaluation yield similar results. This
is interesting because the automatic evaluation metrics rely heavily on the
reference answer, and we have shown that the generated answers are often
preferred over the reference answer. To validate our results regarding the
automatic evaluation metrics, we examine how our manual preference judgements
and the automatic evaluation metrics align. Since we trust our manual
preference annotations more than the automatic metrics, we assess the automatic
metrics according to how closely they match the manual annotation.

For this, we take another look at the pairs annotated by medical experts.
We only consider those pairs where two generated answers are compared.
Additionally, we drop all pairs where the annotators chose "No Preference".
For each pair, we then determine the difference in the aggregated automatic
evaluation metrics. We get a value between −1 (the first answer has a score
of 0 and the other answer has a score of 1) and 1 (the opposite is true). For
a good metric, we would expect (large) positive values to be indicative of a
preference for the first answer, and (large) negative values to be indicative of
a preference for the second answer. We can then vary a threshold parameter
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Figure 5.5: ROC curves for the preference prediction using the automatic evaluation
metrics. The dashed line shows the performance of a random classifier.

Table 5.8: Pairwise correlation between aggregated evaluation metrics for the test
set. Correlation is measured using Kendall’s τ . We report preference metrics as
measured when not including the ground truth. Sem is short for SemScore, Corr for
Correctness, and Comp for Completeness.

Preference Metrics Automatic Metrics

WR WR
No Ties BC KY Sem. Corr. Comp.

WR - 1.00 1.00 1.00 0.67 -0.67 0.67
WR No Ties 1.00 - 1.00 1.00 0.67 -0.67 0.67
BC 1.00 1.00 - 1.00 0.67 -0.67 0.67
KY 1.00 1.00 1.00 - 0.67 -0.67 0.67
SemScore 0.67 0.67 0.67 0.67 - -0.33 1.00
Correctness -0.67 -0.67 -0.67 -0.67 -0.33 - -0.33
Completeness 0.67 0.67 0.67 0.67 1.00 -0.33 -

to determine how well the automatic evaluation metrics predict the manual
preference. We determine the receiver operating characteristic curve (ROC)
for predicting the preference using the difference in scores. The results can
be seen in Figure 5.5. For the Correctness metric, the area under the curve
(AUC) is 0.5, indicating that it is not possible to predict manual preference
using this metric alone. The AUC scores for the Completeness metric (0.67)
and SemScore (0.61) are close to another. However, our overall impression
is that the automatic evaluation metrics alone are not perfect predictors of
answer quality.

The pairwise rank correlation between the aggregated preference metrics
and the automatic evaluation metrics can be seen in Table 5.8. SemScore and
Completeness show a good correlation of τ = 0.67 to each of our preference
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Table 5.9: Automatic evluation metrics for our generative models when using the
context provided by MashQA compared to our prior runs.

System SemScore Completeness Correctness

GPT4 MashQA 0.80 0.91 0.14
GPT4 Retrieved 0.73 0.86 0.12
GPT4 0.74 0.89 0.12

metrics. The correctness metric has a negative correlation of τ = −0.67 to
the preference metrics. This is in line with our prior observations that the
correctness metric is unable to predict the expert preferences. Even though
the other automatic metrics have the weakness of using a potentially flawed
reference answer, they still show a good correlation with the expert preferences.
While our results underline the importance of manual evaluation, they also
show that automatic evaluation metrics can be used to get a rough estimate of
the quality of the generated answers. Furthermore, thsese findings supports
the results of our grid search, that mainly relied on the SemScore metric.

5.2.4 Ablation: Generation using MashQA’s context

We have so far largely ignored one feature of MashQA - the dataset we base our
work on. Given its original use to evaluate the performance of extractive QA
models, it supplies a context document for each question. In our work so far we
have opted to use a retrieval system to find relevant context for our questions.
In this section we evaluate the answer quality of our generative model when
using the context provided by MashQA.

For this evaluation we opt to use the best generative configuration as
determined in the previous section. We thus generate our answers using the
GPT4 model with OpenAI’s inference API. Zhu et al. [2020] report their results
for the dataset using a sentence-level F1-score as well as the percentage of exact
matches (EM) between extracted answer and the ground truth. MultiCo, the
extractive approach introduced by Zhu et al. [2020] is the only system evaluated
on the dataset. It reaches an F1-score of 0.65 and an exact match rate of 0.29.
We generate new answers using the provided context and calculate both the
sentence-level, as well as our automatic evaluation metrics.

When evaluating our generation results using the F1 and EM-metrics, we
get scores of 0 for all tested configurations. This is somewhat expected, given
the pitfalls of evaluating generative models as discussed in the literature review.
This makes a comparison of our approach to that of Zhu et al. [2020] difficult.
Because there are no published answers created by MultiCo, we are unable to
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evaluate this approach using our metrics. Table 5.9 shows how the automated
metrics are changed when using MashQA’s context instead of the retrieved
context or none at all. For all other metrics, the usage of the provided context
results in an improvement. These differences are not significant, however this
might be due to the small sample size of only 27 topics.

These findings underline our prior observations. Given the reference answers
are extracted spans of the given context documents, the provided context
matches the reference answers perfectly. This results in generation results
that are very similar to the reference answers, and thus have high automatic
evaluation scores.

5.3 Summary
In this chapter we described our construction of the generative step for our
RAG system. We treated the language model as a black box, focusing solely on
optimizing all other aspects such as system prompt, context preprocessing and
few-shot examples. This allowed us to easily switch between different LLMs
and evaluate the retrieval effectiveness of our system using different models.
We performed both an automatic and a manual evaluation of the generated
answers. We find that a system using OpenAI’s GPT4 model without any
retrieval component outperforms all tested RAG configurations. Both the
automatic and manual evaluation yield similar rankings, with the exception
that the manual evaluation indicates a positive impact of retrieval for the
Mistral7B model. We also find, that relevant context snippets can lead to
better answers, as measured both by manual and automatic evaluation. This
is especially true if the retrieved snippets align well with the expected answer.

Furthermore we find that both the SemScore and Completeness metric can
be used to evaluate the quality of the generated answers. However, we still
note that the metrics’ dependence on potentially imperfect reference answers
can lead to misleading results.
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Conclusion

In this thesis, we worked on answering non-factual questions for health-related
consumer questions. We introduced a retrieval-augmented generation (RAG)
system for this task. In this chapter, we summarize our findings, possible
pitfalls, and the potentials for future work.

6.1 Findings and Contributions
Our work in this thesis was heavily oriented on issues specific to the task of
(health-related) question answering. In our literature review, we found that
there is still a lack of datasets available for the task of non-factual health-related
question answering [Mutabazi et al., 2021]. Furthermore, the question is how
to best preprocess questions for the retrieval step in QA systems is still an open
issue. Lastly, generative approaches for QA come with the issue of automatically
evaluating the generated answers. We addressed these issues in our work and
made the following contributions.

Dataset: We built upon the existing MashQA [Zhu et al., 2020] dataset to
create a new dataset called MashTREC for health-related consumer questions.
This dataset combines the original MashQA dataset with narratives taken from
prior retrieval tasks. This enables us to better evaluate retrieval systems for
non-factual health-related consumer questions. In total our dataset consists of
50 training topics, and 27 test topics with additional narratives.

Preprocessing: We experimented with two distinct approaches to turn natural
language questions into keyword queries. Our first approach works purely
extractive and uses a term classification model to extract keywords from
the question. We train a BERT-based model that outperforms the current
state-of-the-art on the Essential Tasks dataset. Our second approach is a
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generative model that uses a T5-based sequence-to-sequence model to generate
keyword queries from questions. This enables us to introduce new - potentially
more complex - keywords into the query. Furthermore, we create a dataset that
combines consumer questions with keyword queries in a semi-supervised manner.
However, our evaluations show that both of our preprocessing approaches are
unable to significantly improve the retrieval effectiveness. This is the case for
the yes-no questions taken from the TREC Health Misinformation Track, as
well as for the non-factual questions from MashTREC.

Retrieval: We conducted a grid search, combining existing (re-)rankers to
optimize the retrieval effectiveness for non-factual questions. For this, we used a
manual annotation process that produced 3, 439 judgements for the training set
and 135 judgements for the test set. These judgements include annotations for
both the relevance as well as factual correctness of the retrieved snippets. We
produced a baseline score for the retrieval on our newly introduced MashTREC
dataset and performed an evaluation on the TREC Health Misinformation
Track dataset.

Generation: Treating the language model as a black box, we optimized the
prompts for a retrieval-augmented generation system. Our selected prompt
only features a single snippet as context and uses a summarizer to remove noise
from the retrieved sources. Furthermore, only a single one-shot example seems
to be necessary to guide the model towards generating good answers.

We evaluate our RAG system using both Mistral7B and GPT4 as the
generative model. Both the automatic metrics, as well as the human evaluation
show that GPT4-based systems outperform the systems using the smaller
language model. We find that the retrieval step does not improve the answer
quality of GPT4. For Mistral7B, the manual evaluation shows that the retrieval
step can improve the answer quality. However, the automatic metrics do not
fully reflect this improvement.

We find evidence that the retrieval step can help to better align the generated
answers with the reference answers if the retrieved context matches the reference
answer. In the context of non-factual QA, this comes with the issue that there
are usually multiple correct answers to a question and a generated answer can
well be of good quality even if it does not align with the reference answer. This
is illustrated by the fact that medical experts commonly preferred generated
answers over the reference answers.

Evaluation: Because we conducted both an automatic as well as a manual
evaluation for the generation results on our test topics, we were able to compare
the results of both evaluations. Treating the expert preferences as the ground
truth, we found that the automatic evaluation metrics were only partially able
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to reflect the quality of the generated answers. The Correctness metric by
RAGAs was not able to reflect the quality of the generated answers as indicated
by the expert evaluation. While far from perfect predictors, both SemScore as
well as the Completeness metric are usable to estimate the overall quality of
the generated answers.

6.2 Pitfalls
Our work is not without its pitfalls. We source or questions from MashQA, which
consists of questions scraped from WebMD. It is likely that both of the evaluated
language models have seen our test topics during training. Furthermore, due
to our usage of Mono- and DuoT5, there is the possibility of train-test-leakage
in our retrieval step [Fröbe et al., 2022]. To mitigate this issue, we should use
an additional test dataset that is guaranteed to consist of new and unseen
consumer question and answer pairs.

During the evaluation of our retrieval system, we found that the retrieval
effectiveness on the test dataset significantly increases compared to the training
dataset. While this is likely due to the fact that the test dataset slightly differs
from the training dataset, it could also be an indicator of mistakes in our
annotations or the calculation of the evaluation metrics. While we found no
indication of this, it is still a possibility that the baseline score on MashTREC
is not fully reliable. The last point to mention regards the evaluation of our
RAG system. While we found some evidence that retrieving relevant snippets
can improve the answer quality, we failed to make many statistically significant
observations. This is likely due to the relatively small size of our test set that
consists of only 27 topics.

Furthermore, we did not take possible biases in the language models we
used into account. GPT4 has shown to exhibit both racial and gender biases
in generated text on medical topics [Zack et al., 2024]. For further work, it
would be advisable to evaluate the biases in the language models we use and
potentially mitigate them.

6.3 Future Work
Our work introduced multiple new datasets that could be used for future
research. Especially the evaluation of our retrieval system on the TREC Health
Misinformation Track dataset shows that there is still a lot of potential for
improvement. One possible future direction could be to use the judgements
from our manual annotation process to train a learning-to-rank model. This
could potentially improve the retrieval performance for health-related questions.
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We treated the language model that we used to generate answers as a black
box. No additional fine-tuning was performed on the model. In particular,
this also means that the generative step is not specific to health-related issues.
One possible future direction could be to evaluate how our system performs
on domains other than the medical domain. Furthermore, we could also go
into the opposite direction and fine-tune the language model on health-related
data. Our best-performing systems use the large-scale GPT4-model. While
the specific numbers are not known, we know that both the training as well as
inference of models of these sizes come with a significant carbon footprint [Chien
et al., 2023]. Fine-tuning a smaller model for the specific task of health-related
RAG could potentially reduce the carbon footprint of our system while still
maintaining a high performance [Fu et al., 2024].
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Appendix A

Distribution of Categories for
MashTREC Questions

Category Test Training

Migraines Headaches 3 2
Beauty 3 0
Cold And Flu 2 4
Skin Problems And Treatments 2 3
Diabetes 2 2
A To Z Guides 2 2
Digestive Disorders 2 0
Multiple Sclerosis 2 0
Add Adhd 1 3
Cancer 1 3
Pain Management 1 2
Heart Disease 1 2
Ibd Crohns Disease 1 1
Mental Health 1 0
Fitness Exercise 1 0
Alzheimers 1 0
Hiv Aids 1 0
Oral Health 0 6
Lung 0 3
Brain 0 2
Rheumatoid Arthritis 0 2
Breast Cancer 0 2
Allergies 0 1
Back Pain 0 1
Palliative Care 0 1
Sexual Conditions 0 1
Healthy Aging 0 1
Prostate Cancer 0 1
Eye Health 0 1
Urinary Incontinence Oab 0 1
Ibs 0 1
Heartburn Gerd 0 1
Schizophrenia 0 1

Total 27 50
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Appendix B

Guidelines for Annotation of
Query-Question Matches

In this annotation tasks, you compare health-related questions and search
queries that were submitted to a medical search engine. For each pair, the
following question should be answered:

Does the search query encode the information need (knowledge gap)
that was formulated in the question?

Think of the following exemplary scenario: A friend comes up to you and
asks for medical advice. Since you don’t know the answer to their question,
you want to use a search engine to find relevant web documents that can help
you answer the question. Is the presented query a good match to find answers
to the question?

Please annotate each question-query pair with one of the two labels:

1. match:
The query and the question encode the same information need. (The
query is suitable to search for documents that answer the question.)
Example: The question “Can you get sick from not sleeping enough?” and
the query “sleep deprivation and disease” both ask for medical conditions
that could be caused by not sleeping enough (i.e., sleep deprivation).
Question-query pairs still match if they use different vocabulary (e.g.,
synonyms).

2. no match:
The query and question do not encode the same information need. (The
query is not suitable to search for documents that answer the question.)
Even though the question and query might address similar topics, they
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APPENDIX B. GUIDELINES FOR ANNOTATION OF QUERY-QUESTION
MATCHES

might focus on different directions.
Example: The question “What causes gastritis?” and the query “chronic
constipation” are both related to the digestive system, but question
focuses on causes and the query focuses on symptoms.
Question-query pairs do not match if:

• they focus on different sub-topics (e.g., cause vs. symptom, symptom
vs. treatment)

• the question is more specific than the query

• the query is more specific than the question

• the query already contains (part of) the answer to the question

Note that you should not decide based on whether you would use the
exact same query (e.g., because of prior knowledge or because you prefer a
different style of queries) or not. If either the query or the question is not
understandable with general knowledge (looking up definitions or synonyms is
allowed), it should be labeled as “no match”.
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Appendix C

Guidelines for Relevance
Judgements for Training Set

The task is twofold: First you are asked to identify whether a text passage is
relevant to the given health-related question. If the passage is relevant, also
indicate whether the information it contains is correct or incorrect with respect
to the reference answer given to the question.

Relevance
• Relevant:

The text passage either directly answers the question or provides enough
information to determine an answer. A relevant passage must address all
parts of the question.

Example: For the question “When do I need a tooth extraction for an
infection?”, if the passage talks about conditions in which case tooth
extraction would be required after a tooth infection, it is relevant.

• Partially Relevant:
The text passage answers part of the question but would need to be
combined with other information to get a complete answer.

Example: For the question “When do I need a tooth extraction for an
infection?”, if the passage talks about reasons for tooth extraction, but
not specifically about infection as a reason, it is only partially relevant.

• Not relevant:
The text passage either does not address the question, or fails to address
all parts of a question. A passage is not relevant if it:
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APPENDIX C. GUIDELINES FOR RELEVANCE JUDGEMENTS FOR
TRAINING SET

– is not English

– contains adult material

– is garbled, empty, unreadable or otherwise broken, or

– is not clear whether the given question is answered or not, due to
not being understandable without medical expertise.

Example: For the question “When do I need a tooth extraction for
an infection?”, if the text passage talks about infections caused by
tooth extraction (different direction of causality) or if it only lists other
treatment options for tooth infections, but not tooth extraction, then the
passage is not relevant.

Important: For a relevant text passage, it does not matter whether you
believe the information provided in that passage is correct or incorrect. Only
judge whether a user would likely find the information relevant regardless of
the passage’s correctness.

Correctness
Judge the correctness of passages that were deemed either relevant or partially
relevant. If the provided reference answer is not relevant to the question, judge
the correctness of the text passage as unknown. Correctness should be assessed
by comparing the answer from the text passage to the given reference answer.

• Correct:
The text passage contains information that matches the given reference
answer to the question. A passage should also be judged as correct if it
only contains parts of the information given in the reference answer but
does not contradict the reference answer.

Example: For the question “When do I need a tooth extraction for an
infection?”, if both the reference answer and the text passage list loosening
of the tooth as a reason for extraction, the passage should be judged as
correct, even if the passage or the reference answer also list other reasons.

• Incorrect:
The text passage contains information that contradicts the reference
answer.

Example: For the question “When do I need a tooth extraction for an
infection?”, if the reference answer list loosening of the tooth due to
an infection as a reason for extraction but the text passage states that

vi



APPENDIX C. GUIDELINES FOR RELEVANCE JUDGEMENTS FOR
TRAINING SET

tooth extraction would not be necessary in that case, the passage should
be judged as incorrect. Also, if the reference answer list loosening of
the tooth due to an infection as the only reason for extraction but the
text passage lists other reasons as well, the passage should be judged as
incorrect.

• Unknown:
The passage is not relevant (see above) or the passage only contains
information that is not mentioned in the reference answer (i.e., the
correctness cannot be directly verified).

Example: For the question “When do I need a tooth extraction for an
infection?”, if the reference answer list loosening of the tooth due to
an infection as one common reason for extraction but the text passage
only mentions another common reason for tooth extraction following
an infection, the correctness cannot be assessed based on the reference
answer, and hence, is judged as unknown.

Summary
Please read the question and its reference answer. Then rate the relevance of
each text passage to the question. For relevant passages, also rate whether the
information in the passage matches the given answer or not.
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Guidelines for Relevance
Judgements for Test Set

The task is twofold: First you are asked to identify whether a text passage is
relevant to the given health-related question. If the passage is relevant, also
indicate whether the information it contains is correct or incorrect with respect
to the reference answer given to the question.

Relevance
• Relevant:

The text passage either directly answers the question or provides enough
information to determine an answer. A relevant passage must address
all parts of the question and match the narrative provided alongside the
question.

Example: For the question “When do I need a tooth extraction for an
infection?”, if the passage talks about conditions in which case tooth
extraction would be required after a tooth infection, it is relevant.

• Partially Relevant:
The text passage answers part of the question but would need to be
combined with other information to get a complete answer.

Example: For the question “When do I need a tooth extraction for an
infection?”, if the passage talks about reasons for tooth extraction, but
not specifically about infection as a reason, it is only partially relevant.

• Not relevant:
The text passage either does not address the question, or fails to address
all parts of a question. A passage is not relevant if it:
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SET

– is not English

– contains adult material

– is garbled, empty, unreadable or otherwise broken, or

– is not clear whether the given question is answered or not, due to
not being understandable without medical expertise.

Example: For the question “When do I need a tooth extraction for
an infection?”, if the text passage talks about infections caused by
tooth extraction (different direction of causality) or if it only lists other
treatment options for tooth infections, but not tooth extraction, then the
passage is not relevant.

Important: For a relevant text passage, it does not matter whether you
believe the information provided in that passage is correct or incorrect. Only
judge whether a user would likely find the information relevant regardless of
the passage’s correctness.

Correctness
Judge the correctness of passages that were deemed either relevant or partially
relevant. If the provided reference answer is not relevant to the question, judge
the correctness of the text passage as unknown. Correctness should be assessed
by comparing the answer from the text passage to the given reference answer.

• Correct:
The text passage contains information that matches the given reference
answer to the question. A passage should also be judged as correct if it
only contains parts of the information given in the reference answer but
does not contradict the reference answer.

Example: For the question “When do I need a tooth extraction for an
infection?”, if both the reference answer and the text passage list loosening
of the tooth as a reason for extraction, the passage should be judged as
correct, even if the passage or the reference answer also list other reasons.

• Incorrect:
The text passage contains information that contradicts the reference
answer.

Example: For the question “When do I need a tooth extraction for an
infection?”, if the reference answer list loosening of the tooth due to
an infection as a reason for extraction but the text passage states that
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SET

tooth extraction would not be necessary in that case, the passage should
be judged as incorrect. Also, if the reference answer list loosening of
the tooth due to an infection as the only reason for extraction but the
text passage lists other reasons as well, the passage should be judged as
incorrect.

• Unknown:
The passage is not relevant (see above) or the passage only contains
information that is not mentioned in the reference answer (i.e., the
correctness cannot be directly verified).

Example: For the question “When do I need a tooth extraction for an
infection?”, if the reference answer list loosening of the tooth due to
an infection as one common reason for extraction but the text passage
only mentions another common reason for tooth extraction following
an infection, the correctness cannot be assessed based on the reference
answer, and hence, is judged as unknown.

Summary
Please read the question and its reference answer. Then rate the relevance of
each text passage to the question. For relevant passages, also rate whether the
information in the passage matches the given answer or not.
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Appendix E

Guidelines for Preference
Judgements on Generated Answers

Your task is to compare two answers to a given health-related question. Please
choose the answer that you prefer overall from a medical perspective. The
following aspects can help you compare the two answers:

• Is each answer consistent with your medical knowledge and standard
practice? - Does one answer cover more aspects of the question?

• Does one answer contain irrelevant content?

• Is the answer understandable to a lay person?

• Which answer is closer to the one you would give to your patients as a
health professional?

If you like or dislike both answers equally, please select “Both Equal”. If
you feel that you do not have the medical expertise to choose between the two
answers given, please select “Unsure”.
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Appendix F

System Prompts Used in the Grid
Search

[INST]You are an accurate and reliable medical AI assistant
that can answer questions with the help of external documents.
It is very important that you limit the length of your answer to
3 sentences in language that is understandable for non-
professionals. Please note that external documents may contain
noisy or factually incorrect information. If the information
in the document contains the correct answer, you will give an
accurate answer. If the information in the document does not
contain the answer, you will generate "I can not answer the
question because of the insufficient information in documents."
If there are inconsistencies with the facts in some of the
documents, please generate the response "There are factual
errors in the provided documents." and provide the correct
answer.[/INST]

[INST]Answer a medical question truthfully using the documents
provided below.[/INST]

[INST]Answer the question using the information from the given
context.[/INST]

No system prompt
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Appendix G

Prompt for the Generation of Long
Form Answers

[INST]You are an accurate and reliable medical AI assistant that
can answer questions with the help of external documents. It
is very important that you limit the length of your answer to 3
sentences in language that is understandable for non-professionals
Please note that external documents may contain noisy or factually
incorrect information. If the information in the document contain
the correct answer, you will give an accurate answer. If th
information in the document does not contain the answer, you wil
generate "I can not answer the question because of th insufficient
information in documents." If there ar inconsistencies with the
facts in some of the documents please generate the response ""There
are factual errors in th provided documents." and provide the
correct answer.[/INST]

Question: What are normal flu symptoms?

Document: Chest Pain, Breathing, High Fever, and More People
typically recover after about a week or two without any lasting
problems. But sometimes this illness can lead to serious
complications that require emergency care. Every year more than
200,000 people in the U.S. wind up in the hospital because of
the flu. Tens of thousands die. Infants, the elderly, and people
with certain diseases or weakened immune systems are the most
at risk. But a flu emergency can happen to anyone. So it’s
important to know the signs of trouble. Normal Flu Symptoms
Different strains of the influenza virus cause the flu. You get
it when you inhale the germ or pick it up on your hands and then
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ANSWERS

touch you eyes, nose, or mouth. Symptoms usually show up 1 to
4 days later. The flu can be hard to tell from a cold. But it
usually comes on faster and is more severe.

Answer: Normal flu symptoms include:
High fever, Headache, Tiredness (can be extreme), Cough, Sore
throat, Runny or stuffy nose, Body ach.e Although flu vaccines
can prevent certain strains, there’s no much you can do after
you get sick.

Question: ${question}

Document: ${summarized document}

Answer:
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Appendix H

Prompt for the Generation of Long
Form Answers without Context

[INST]You are an accurate and reliable medical AI assistant
that can answer questions. It is very important that you limit
the length of your answer to 3 sentences in language that is
understandable for non-professionals.[/INST]

Question: What are normal flu symptoms?

Answer: Normal flu symptoms include:
High fever, Headache, Tiredness (can be extreme), Cough, Sore
throat, Runny or stuffy nose, Body ach.e Although flu vaccines
can prevent certain strains, there’s no much you can do after
you get sick.

Question: ${question}

Answer:
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Appendix I

Prompt for the Completeness
Metric

You are assessing a submitted answer to a given question based
on different criteria. You are also given an expert answer for
reference. Here is the data:

[BEGIN DATA]
***

[Question]: ${question}

***

[Expert]: ${reference answer}

***

[Submission]: ${generated answer}

***

[Criteria]:
Does the answer address all aspects of the question? (0.0 means
does not address at all, 1.0 means address all the aspects)

Does the answer omit any important content?
(0.0 means omits all the important content, 1.0 means contains
all important aspects)

Does the answer contain any irrelevant
content (0.0 means all the content is irrelevant, 1.0 means all
the content is relevant)

*** [END DATA]

Does the submission meet the criteria?

Decide on each of the 3 criteria and assess as a continuous
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score in the range from 0.0 to 1.0 with step 0.01
(examples: 0.01, 0.59, 0.87, and so on).
Higher is better. Return a list of 3 scores.
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Declaration of Academic Integrity

1. I hereby confirm that this work — or in case of group work, the contribution
for which I am responsible and which I have clearly identified as such —
is my own work and that I have not used any sources or resources other
than those referenced.

I take responsibility for the quality of this text and its content and have
ensured that all information and arguments provided are substantiated
with or supported by appropriate academic sources. I have clearly
identified and fully referenced any material such as text passages, thoughts,
concepts or graphics that I have directly or indirectly copied from the
work of others or my own previous work. Except where stated otherwise
by reference or acknowledgement, the work presented is my own in terms
of copyright.

2. I understand that this declaration also applies to generative AI tools
which cannot be cited (hereinafter referred to as ‘generative AI’).

I understand that the use of generative AI is not permitted unless the
examiner has explicitly authorized its use (Declaration of Permitted
Resources).

Where the use of generative AI was permitted, I confirm that I have only
used it as a resource and that this work is largely my own original work. I
take full responsibility for any AI-generated content I included in my work.
Where the use of generative AI was permitted to compose this work, I
have acknowledged its use in a separate appendix. This appendix includes
information about which AI tool was used or a detailed description of
how it was used in accordance with the requirements specified in the
examiner’s Declaration of Permitted Resources.

I have read and understood the requirements contained therein and any
use of generative AI in this work has been acknowledged accordingly
(e.g. type, purpose and scope as well as specific instructions on how to
acknowledge its use).
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3. I also confirm that this work has not been previously submitted in an
identical or similar form to any other examination authority in Germany
or abroad, and that it has not been previously published in German or
any other language.

4. I am aware that any failure to observe the aforementioned points may lead
to the imposition of penalties in accordance with the relevant examination
regulations. In particular, this may include that my work will be classified
as deception and marked as failed. Repeated or severe attempts to
deceive may also lead to a temporary or permanent exclusion from further
assessments in my degree programme.
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