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Goals

Mexican Restaurants

German Restaurants

Italian Restaurants

1.   Group similar documents in the same cluster.

2.   Label each cluster with a meaningful name.

4



Basic Idea

Information Need!

Query

Inverted Index

Information Need?

Queries

Reverted Index

Information Retrieval Document Clustering
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Characteristics of Cluster Labels  [Stein and Meyer zu Eißen, 2004]

Comprehensive The syntax of the label should be appropriate.

Descriptive The label should speak for each document in a cluster.

Discriminative The semantic overlap between two cluster labels should be minimal.
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Processing Pipeline

Documents
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Document 
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Reverted Index

Comprehensive Descriptive Discriminative
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Ambient++ Data Set
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Ambient++ Data Set
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44 Topics 468 Subtopics 4 680 Documents
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Vocabulary Generation

Vocabulary

Vocabulary 
Generation

Comprehensive
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Vocabulary Generation

restaurant

german cuisine

rustic atmosphere

thuringian specialties

grandma’s recipes

goethe

Situated in the 
historic city center with 
a rustic atmosphere, our 
restaurant offers 
German cuisine and 
Thuringian specialties 
made with grandma's 
recipes, and where 
Goethe was a regular 
guest.
...

italian restaurant

pizza

…
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Document Indexing

Documents
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Document 
Indexing
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Descriptive
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Document Indexing – Explicit Semantic Analysis (ESA)
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Document Indexing – Relevance Constraint
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Cluster Analysis

Cluster 
Analysis

Reverted Index

Discriminative
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Cluster Analysis – Constrained k-means

2. Assignment1. Initialization 3. Update                  I
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q2

q3

2. AssignmentII
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Evaluation of Cluster Documents
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Evaluation of Cluster Labels

Topic

SubtopicCluster 
Labels

– Discriminative Power
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Judgment Constrained k-means Descriptive k-means k-means + chi-square

213 180 152

15 25 39

– 21 44 58

∑ 249 249 249

F-measure 0.9221 0.8392 0.7581

p-value – 0.0049 0.0000

Evaluation of Cluster Labels – Discriminative Power

19



Topic

Subtopic Cluster 
Labels

Voting Constrained k-means Descriptive k-means k-means + chi-square

299 274 184

p-value – 0.3525 0.0000

Evaluation of Cluster Labels – Descriptive Power
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Summary

• Novel perspective on document clustering
• Flexible processing pipeline
• Query-based evaluation measures
• User Study
• Ambient++ data set

• Predefined taxonomy as vocabulary
• Hierarchical clustering
• Other evaluation data sets 

Thank you.

Future work
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Vocabulary Generation – Number of Extracted Noun Phrases
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Document Indexing – Evaluation of Retrieval Models

0.50

0.55

0.60

0.65

0.70

0.75

0.80

0.85

0.90

0.95

1.00

ESA

BM25

TF-IDF

BOOLEAN

Topic No.

So
ft 

F-
m

ea
su

re

17  36  15  28   4   22  19   7  40  38  44  11  13   1   29  21   3   34  30  27  18  12  32  39  25  42 14  35  10  5    8 24   9   16  41  33  37  20  43  23  26   2    6   31

24



Document Indexing – Result lists from Boolean to ESA model
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Soft F-measure

Cluster Documents

𝑎𝑎1 𝑎𝑎2 𝑏𝑏1 𝑏𝑏2

A 1 1 0 0

B 0 1 1 1

Truth

True False

Clustering
True 𝑡𝑡𝑡𝑡 =

1
2

+ 1 = 1.5 𝑓𝑓𝑓𝑓 = 0 + 0 +
1
2

+
1
2

= 1

False 𝑡𝑡𝑡𝑡 =
1
2

+ 0 = 0.5 𝑡𝑡𝑡𝑡 = 1 + 1 +
1
2

+
1
2

= 3

𝑎𝑎1𝑎𝑎2 + 𝑏𝑏1𝑏𝑏2 𝑎𝑎1𝑏𝑏1 + 𝑎𝑎1𝑏𝑏2 + 𝑎𝑎2𝑏𝑏1 + 𝑎𝑎2𝑏𝑏2

𝐹𝐹1 = 2 �
0.6 � 0.75

1 � 0.6 + 0.75
= 0. �6
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Justification of Soft F-measure
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Cluster Analysis – Evaluation of Clustering Algorithms
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