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questions
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Google
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Presenting factual data

Bad at:

Presenting argumenative
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Do we need argumentation?
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Introduction – Do we need argumentation?

Source: https://en.wikipedia.org/wiki/European_Parliament#/media/File:Bundesarchiv_B_145_Bild-
F023908-0002,_Stra%C3%9Fburg,_Tagung_des_Europarates.jpg

• Essential part of:
• Politics
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Introduction – Do we need argumentation?

• Essential part of:
• Politics

• Work

• Education

Source: https://pixabay.com/photos/workplace-team-business-meeting-1245776/
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Introduction – Do we need argumentation?

• Essential part of:
• Politics

• Work 

• Education

• Relationships

• Social life

• etc. 

Source: https://pixabay.com/illustrations/conversation-talk-talking-people-799448/
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So why don´t make arguments accessible online?
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Introduction – Argument search engines

Source: https://www.argumentsearch.com/

Source: https://www.args.me/index.html
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Source: https://www.argumentsearch.com/

Source: https://www.args.me/index.html

Search Field

Argument

15



So where does the data come from?
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Introduction – Argument Corpora

17Source: https://www.debate.org/debates/Should-animals-be-used-in-labs/1/
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Topic

Source: https://www.debate.org/debates/Should-animals-be-used-in-labs/1/
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Topic

Contestants

Source: https://www.debate.org/debates/Should-animals-be-used-in-labs/1/
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20Source: https://www.debate.org/debates/Should-animals-be-used-in-labs/1/



Introduction – Argument Corpora

21Source: https://www.debate.org/debates/Should-animals-be-used-in-labs/1/

Arguments



Introduction – The args.me corpus

22Source: https://www.debate.org/debates/Should-animals-be-used-in-labs/1/

• Published by Ajjour et al. [2019]

• 4 debate portals

• 390k arguments

• 60k debates

(a) Top 10 queries from args.me query log (from Sept 2017 to May 2019). 
(b) Top 10 conclusions of arguments in the args.me corpus. 
Presented in Ajjour et al. [2019]



So why do we have to cleanse the corpus?

23Source: https://www.debate.org/debates/Should-animals-be-used-in-labs/1/



Introduction – Corpus cleansing

24Source: https://www.debate.org/debates/Should-animals-be-used-in-labs/1/



Introduction – Corpus cleansing

25Source: https://www.debate.org/debates/Should-animals-be-used-in-labs/1/

Irrelevant 
Sentences
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Approach – Goal 

Remove as much irrelevant sentences as possible without loosing any
relevant information.
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Approach – Goal 

Remove as much irrelevant sentences as possible without loosing any
relevant information.

1. High precision

2. High recall

3. Automated
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Approach – Automated pattern detection
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Approach – Corpus cleansing
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Apply special metrics?

Only remove sentences clearly irrelevant.

Assumption: Most irrelevant sentences are located around the
beginning and end of an argument.



Evaluation – Automated process
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Evaluation – Automated process
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Evaluation – Automated process
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Evaluation – Automated process
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Evaluation – Manual Annotation
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• Three experts

• 100 Sentences per round

+100 Sentences from seed



Evaluation – Manual Annotation
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Evaluation – Manual Annotation
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Evaluation – Manual Annotation
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Just remove every matched sentence?
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Evaluation – Sentence Position
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Assumption: Most irrelevant sentences are located around the
beginning and end of an argument



Evaluation – Sentence Position

63



Conclusion – Overall performance

Overall Performance:

• 53 502 sentences from 48 089 arguments removed
-> more then 10% of arguments filtered (from complete corpus)
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Conclusion – Overall performance

Overall Performance:

• 53 502 sentences from 48 089 arguments removed
-> more then 10% of arguments filtered (from complete corpus)

• Average precision of 97% according to manual evaluation

However: Some improvements and further analysis required
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Improvements:

• Improve tokenization
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Conclusion – Future Improvements

Improvements:

• Improve tokenization

• Experiment with different pattern extraction methods

• Evaluate sentence position relevance
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Thank you for your attention!
Any questions?
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