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lead to

Motivation

?
What are the effects of legalizing medical marijuana?

● addiction
● memory loss
● depression
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1. 
Background
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negative

Argumentation GraphClaims from Debate Portals

Previous Work

Marijuana causes higher rate of depression.

Marijuana can significantly relieve pain. 

depression

pain

marijuanna
positive 
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(Al-Khatib et al. [2020])



Limitation 1: Scope of Input Data

… Moreover, as I've stated before, marijuana doesn't just help with breast cancer; rather, 

THC (a primary chemical found in marijuana) also helps destroy brain cancer cells, and 

research has provided immensely compelling evidence of marijuana's ability to reduce up to 

50% of tumor growth in common lung cancer, as well as prevent the spread of the cancer 

significantly...

Marijuana has ability to treat cancer.

Claim:  (Al-Khatib et al. [2020])
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unused

Full Arguments:  



Limitation 2: Dataset Balance
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low
low



Limitation 3: Classifier Effectiveness

8

1. Tasks:

○ Effect Detection

○ Type Classification

2. Approach: feature engineering 

3. Training data: imbalance

4. Example of failed prediction (negative relation)

○ Subsidization would damage independence of journalism.

○ Two-state solution would prevent return of Palestinian 

refugees.



Overview of Contribution
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Build a dataset of annotated effect relation

● more coverage
● more balance

New Dataset New Classifier

Train classifier using state-of-the-art models

● deal with new scope
● better effectiveness



2. 
Effect Relation 

Extraction 
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Our Approach
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1

Distant 
Supervision



Topic

Input: Argumentation Graph & Debate Portals Arguments
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depression

pain

marijuanna

posi
tive 

negative

full arguments

Argumentation Graph
(Al-Khatib et al. [2020])

args.me dataset
(Ajjour et  al. [2019])

pro 
arguments

claim

con 
arguments

claim

full arguments



Sentence Simplification

… Moreover, as I've stated before, marijuana 
doesn't just help with breast cancer; rather, THC 
(a primary chemical found in marijuana) also 
helps destroy brain cancer cells, and research 
has provided immensely compelling evidence of 
marijuana's ability to reduce up to 50% of tumor 
growth in common lung cancer, as well as 
prevent the spread of the cancer significantly...

● Marijuana doesn't just help with breast 
cancer.

● THC (a primary chemical found in marijuana) 
also helps destroy brain cancer cells.

● Research has provided immensely compelling 
evidence of marijuana's ability to reduce up to 
50% of tumor growth in common lung cancer, 
as well as prevent the spread of the cancer 
significantly. 
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Graphene 
(Cetto et al. [2018]) 

Simple sentencesArguments from args.me dataset



Concepts Expansion

marijuanna cannabis

headscarf veil-wearing face-covering 
veil burqa
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Group of conceptsIndividual Concepts

Concepts in Argumentation Graph
(Al-Khatib et al. [2020])



Concept Matching

marijuanna cancer
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(Alkhatib et al. [2020])

Matching sentencesSimple sentences

● Marijuana doesn't just help with breast cancer.

● THC (a primary chemical found in marijuana) also helps destroy brain cancer cells.

● Research has provided immensely compelling evidence of marijuana's ability to reduce up to 

50% of tumor growth in common lung cancer, as well as prevent the spread of the cancer 

significantly. 



Distant Dataset
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1. Filter out noisy sentences from matched        

→ 10,000 sentences

2. Manually inspect 100 sentences,             

→ 70% effect relation

3. Found complex effect relations
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Active 
Learning 2



● Tasks

○ Detecting ‘Effect Relation’ in sentences

○ Classifying whether the detected effect is positive or negative

● Training datasets

○ Old annotated dataset (Alkhatib et al. [2020])

● Approach

○ Different neural-based models (Hugging Face library  - Wolf et al. [2019])

○ Features: sentence embedding

Old Relation Classifier: Training using Deep Learning 
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Old Relation Classifier: Results (F1 score)
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Sentence Selection
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● Objective

○ Select most informative sentences

○ Get more negative relations

● Approach

○ Apply old classifiers to distant dataset

○ Distinguish based on                           

■ Uncertainty Sampling

■ Most Disagreement



Sentence Selection
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● Filter out sentences with high confidence of

○ Effect: 6,103

○ No Effect: 1,615

○ Positive Relation: 1,828

● Select the rest: 1,937

no effect

effect

positive 
relation

uncertain or 
negative relation
(selected)



Crowd-sourcing: Task
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● Input

○ Selected sentences from Distant Dataset

● Task

○ 3 people label concepts, relations

● Output

○ Annotation of the sentences

● Aggregation of Annotation

○ Majority Vote

Annotation Interface



New dataset
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more effect

more balance between 
positive & negative



Classifiers with New dataset & Combined dataset

25

● Tasks

○ Detecting ‘Effect Relation’ in sentences

○ Detecting positive relation

○ Detecting negative relation
due to multiple relation

● Classifier type 1:

○ Trained on new annotated dataset 

● Classifier type 2:

○ Trained on old (Alkhatib et al. [2020]) combined with new dataset



3. 
Evaluation
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Experiment Setting
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● Training and testing

○ Old annotated dataset (Alkhatib et al. [2020])

○ New annotated dataset

○ Combine

○ Split: 80% training, 20% testing



Effect Detection: Testing on New Dataset 
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Training set



Training and testing on Combined Dataset
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4. 
Conclusion & 
Future Work
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Contribution
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Build a dataset of annotated effect relation 

● more coverage 
○ full arguments

● more relation
○ 63%

● more balance of relation types

New Dataset New Classifier

Train classifier using state-of-the-art models

● more reliable
○ deal with complex sentences

● effectiveness
○ 85% for effect detection
○ 89% for positive / negative 

relation detection



Future Work
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● Applying new effect relation classifiers on big dataset to 

build large-scale argumentation graph

● Multi-task learning classifier (relation + concept)

● Using effect relations for question-answering system



Question & 
Answer
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Thank you!

34source illustration image: https://stories.freepik.com/
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Predictions
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Data
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