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Clickbait
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The term “clickbait” refers to social media messages that are foremost

designed to entice their readers into clicking an accompanying link to the

posters’ website, at the expense of informativeness and objectiveness.

- Potthast et. al. [2018]



Clickbait

3https://twitter.com/BuzzFeed/status/1143221248257748993



Clickbait

4https://www.facebook.com/stern/posts/10156859926369652



Clickbait

5https://twitter.com/HuffPost/status/1143895724645593089



Clickbait

6https://twitter.com/Independent/status/1143793015523123201
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Combat Clickbait
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Combat Clickbait: Warning
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Combat Clickbait: Block Media
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Combat Clickbait: Manual Spoiling

https://twitter.com/SavedYouAClick/status/1090226980740628480
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Combat Clickbait: Automated Spoiling



Corpus Construc<on
Crowdsourcing a Corpus for Clickbait Spoiling
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Crowdsourcing Process on Amazon MTurk
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Task Data Workers

HIT

Assignments

➙ ➙➙➙ ➙
Review



Base Corpus: Webis-Clickbait-17

• 38,517 annotated Twitter tweets and their related articles

• Each tweet was rated by 5 annotators on a 4-point scale

• All 1,845 articles with a „truthMean“ higher than 0.8 were adopted

15https://www.clickbait-challenge.org/#task



Base Corpus: Webis-Clickbait-18

• All 5,787 clickbait-spoiler-pairs from Facebook, reddit and Twitter and

their related articles were adopted

• Defined as clickbait only by the person who posted the spoiler

16https://twitter.com/SavedYouAClick/status/1096773022449582080



Base Corpus: Pre-Annota<on

• A base corpus of 7,632 clickbaits and their articles was constructed

• 433 entries could not be spoiled

• 7,199 clickbait entries were annotated in the crowdsourcing process

17



Crowdsourcing Task: Instructions

• Extract sentences from articles to spoil clickbait headlines
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Crowdsourcing Task
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Crowdsourcing Task
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Crowdsourcing Task: Spoiler Annotation

21



Crowdsourcing Task: Spoiler Annotation
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Crowdsourcing Task: Review
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Webis Clickbait Corpus 2019

• The crowdsourcing process led to the

Webis-Clickbait-19 corpus, which

consists of 3,042 articles.
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Webis Clickbait Corpus 2019
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Clickbait Spoiling Experiments
Corpus Analysis
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Clickbait Spoiling
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Random Ranking Naive Ranking Cosine Similarity Logistic Regression
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Random Ranking

• Ranks the sentences of an arecle in a random order
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Random Ranking
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Random Ranking Naive Ranking Cosine Similarity Logistic Regression

Precision@1 8.02

Precision@2 14.40

Precision@3 20.97

Precision@4 27.32

Precision@5 32.94

Precision@6 38.40

Precision@7 44.28

Precision@8 49.01

Precision@9 53.32

Precision@10 57.82

Average Rank 12.99

[Precision@n in %]



Naive Ranking

• Assumption: Sentences in the beginning of an article are more likely

to spoil a clickbait than the following sentences
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Naive Ranking
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Random Ranking Naive Ranking Cosine Similarity Logistic Regression

Precision@1 8.02 6.28

Precision@2 14.40 22.22

Precision@3 20.97 35.04

Precision@4 27.32 45.30

Precision@5 32.94 53.52

Precision@6 38.40 60.82

Precision@7 44.28 67.19

Precision@8 49.01 72.42

Precision@9 53.32 76.92

Precision@10 57.82 80.60

Average Rank 12.99 7.73

[Precision@n in %]



Cosine Similarity

• Assumption: Sentences that similar to the clickbait are more likely to

spoil it, than sentences that are not
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Cosine Similarity
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Random Ranking Naive Ranking Cosine Similarity Logistic Regression

Precision@1 8.02 6.28 12.89

Precision@2 14.40 22.22 27.94

Precision@3 20.97 35.04 40.04

Precision@4 27.32 45.30 49.28

Precision@5 32.94 53.52 58.71

Precision@6 38.40 60.82 64.50

Precision@7 44.28 67.19 70.45

Precision@8 49.01 72.42 75.12

Precision@9 53.32 76.92 78.96

Precision@10 57.82 80.60 81.95

Average Rank 12.99 7.73 7.06

[Precision@n in %]



Logistic Regression Model

• Assumption: Creating a classifier based on both features from the

previous approaches will increase the performance
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Logistic Regression Model
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4028

80809

Spoiler Sentences

Yes No

• Only approximately 5% of all sentences

are part of a spoiler



Logistic Regression
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Random Ranking Naive Ranking Cosine Similarity Logistic Regression

Precision@1 8.02 6.28 12.89 13.91

Precision@2 14.40 22.22 27.94 32.58

Precision@3 20.97 35.04 40.04 46.25

Precision@4 27.32 45.30 49.28 55.06

Precision@5 32.94 53.52 58.71 62.46

Precision@6 38.40 60.82 64.50 68.61

Precision@7 44.28 67.19 70.45 73.93

Precision@8 49.01 72.42 75.12 78.11

Precision@9 53.32 76.92 78.96 81.79

Precision@10 57.82 80.60 81.95 84.29

Average Rank 12.99 7.73 7.06 6.71

[Precision@n in %]
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Future Work and Outlook
Possible approaches to continue this work

38



Future Work in Clickbait Spoiling

• Formulation of further features

• Incorporation of the findings from Bagrat Ter-Akopyans bachelor‘s

thesis

• OR

• Use Open-Domain Question Answering to spoil clickbait
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Relation between Clickbait and Questions

• What Happened to Frank Ocean’s Staircase? (Direct)

• How Angelina Jolie Told Brad Pitt She Wanted a Divorce (Indirect)

• How did Angelina Julie tell Brad Pitt She Wanted a Divorce?

• This is the worst Arab state for women

• Which is the worst Arab state for women?
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Open-Domain Question Answering

42Jurafsky et. al. [2018]



Open-Domain Question Answering

43Jurafsky et. al. [2018]



Thank you for listening
Questions?
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