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Abstract

This paper presents a hierarchical similarity-
aware approach for the SemEval-2023 task 4
human value detection behind arguments using
SBERT. The approach takes similarity score as
an additional source of information between
the input arguments and the lower level of la-
bels in a human value hierarchical dataset. Our
similarity-aware model improved the similarity-
agnostic baseline model, especially showing a
significant increase in the value categories with
lowest scores by the baseline model.

1 Introduction

People often form different arguments given the
same source of information. One of the factors
behind the difference lies in their "different beliefs
and priorities of what is generally worth striving
for (e.g., personal achievements vs. humility) and
how to do so." (Kiesel et al., 2022), which is re-
ferred to as human values (Searle, 2003). This
paper describes our approach to human value de-
tection through the submission to SemEval-2023
Task 4. (Kiesel et al., 2023).

Our main strategy is adding similarity scores
between the argument inputs and the human val-
ues to predict which human value categories the
argument draws on. The idea of the approach is
to collaborate with the hierarchical relation of the
input arguments towards the lower levels of more
concrete human labels. We assume that such a hi-
erarchical information will support the model to
identify the attribute of the arguments within a con-
text of the hierarchical human value dataset. The
code is available at this link.1

In section 2, the background behind our pro-
posed approach is described, and the approach
method is explained in section 3 and section 4.

∗Equal contribution. Author order was determined by the
alphabetical order

1https://github.com/su0315/SemEval23_Human_
Values_Detection

Section 5 reports our results with F1 score with
discussions and error analysis.

2 Background

The goal of the task is to classify the human
value categories with multi-labels, given textual
arguments data with human value category labels.
There are four different optional levels in the labels,
and the level 2 labels serve as our prediction tar-
gets. For example, if the textual arguments would
be “The leaked personal information will be de-
frauded by fraud gangs to gain trust and carry out
fraudulent activities“, Our model should ideally
predict the level 2 human value behind the argu-
ments, Self-direction: action, Security: societal,
and Conformity: rules.

2.1 Dataset

We use Touché23-ValueEval Dataset for Identify-
ing Human Values behind Arguments generated by
Mirzakhmedova et al. (2023). It consists of 8865
arguments in total, and we follow the provided data
split, which is the ratio of Train: Validation: Test
= 5393: 1896: 1935. The arguments are manu-
ally annotated values by crowd workers. There
are two levels of the labels given as a dataset as in
Figure 1. The first level label is 54 labels, and the
second level label is 20 labels. The arguments of
the dataset are collected from religious texts, po-
litical discussions, free-text arguments, newspaper
editorials, and online democracy platforms, and
they are written in or translated into English.

The entire dataset can be divided into a main
dataset and newly extended supplemental datasets,
which are called Nahj al-Balagha (religious texts)
and Zhihu (community discussions). Our team
used the main dataset for training, validation
and testing and the supplemental dataset Nahj al-
Balagha for testing. Additionally, the example sen-
tences for the level 1 labels are provided, which we
utilized for our extended approach described in sec-
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Figure 1: The employed value taxonomy of 20 value cat-
egories and their associated 54 values (shown as black
dots) (Mirzakhmedova et al., 2023)

tion 3 to concatenate the hierarchical information to
predict the level 2 target labels. The dataset details
are described by Mirzakhmedova et al. (2023).

2.2 Morality and Human Values
A similar target to human values, namely moral
sentiment detection, has been conducted with a
computational approach; however, human value
detection behind arguments has not been attempted
before the study by Kiesel et al. (2022). For ex-
ample, moral sentiment prediction on argumenta-
tive texts was studied by Kobbe et al. (2020). The
idea of moral belief classified by moral founda-
tions (Haidt, 2012) is referred to as an important
role in ideological debates. It cannot be resolved
by simply comparing facts, and Feldman (2021)
claimed it is strongly connected with human val-
ues. However, (Kiesel et al., 2022) indicated the
difference between values and moral foundations
by the vagueness of the foundations since moral
foundations are categorized into 5 labels (care, fair-
ness, loyalty, authority, and purity). In contrast to
the moral foundations, human values consist of 54
labels which have hierarchical relation to the higher
levels of categories.

2.3 Similarity for Augmentation
Misra et al. (2016) used similarity to label fre-
quently paraphrased propositions or labels cap-
turing the essence of one particular aspect of an
argument called argument facets, such as moral-
ity. They extracted arguments on social media
dialogues and ranked the arguments in terms of

their similarity and demonstrated the potential of
similarity to detect argument facets beating several
baselines. Reimers and Gurevych (2019) proposed
Sentence-BERT(SBERT), which is a modification
of the pretrained BERT (Devlin et al., 2019) that
can be compared via cosine-similarity given a pair
of sentences. It uses siamese and triplet structures
to derive semantically meaningful sentence embed-
dings so that the sentences are comparable with
cosine-similarity. Although SBERT showed the po-
tential of adapting to argument facet similarity cor-
pus, the score decreased compared to other tasks.
Therefore, Behrendt and Harmeling (2021) pro-
posed ArgueBERT, where SBERT architecture is
pretrained in several argumentation tasks, and the
pretaining improved the performance on argument
similarity.

2.4 Similarity information with human values
to predict their higher-level categories

Our approach is utilising the hierarchical nature
of the human value dataset (Mirzakhmedova et al.,
2023) through similarity score concatenation to the
baseline BERT model by Kiesel et al. (2022). The
concatenated similarity score shows the semantic
similarity between the premises of the arguments
and the human values, which are lower level than
our prediction target, level 2 human value cate-
gories.

We hypothesize that the similarity score will im-
prove the level 2 human value categories detection
from the premises, since the premises (ex. The
leaked personal information will be defrauded by
fraud gangs to gain trust and carry out fraudulent
activities) are more concrete statements than the
relatively abstract level 2 labels (ex. Self-direction:
action, Security: societal and Conformity: rules),
and the concreteness of the 54 labels of human val-
ues (ex. Have privacy, Have a safe country, and Be
compliant) contribute to the vagueness of 20 labels
of level 2 labels by making premises and level 2
labels relatively comparable.

The main contributions of this paper is; (1) the
attempt to use similarity score with different lev-
els of labels in a hierarchical dataset to improve
the label prediction; (2) the inspection of the ef-
fectiveness of SBERT for human value categories
detection.
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3 System Overview

The Baseline model is a BERT embedding for
premises with a classification head to output the 20
categories for human values, as proposed by Kiesel
et al. (2022).

3.1 Similarity-aware Models

Our main approach is to concatenate similarity
score information between premises and each of
54 human value labels or their example sentences
to the baseline model. Figure 2 shows the model
architecture. Each similarity score is defined by co-
sine similarity ranging from -1 to 1. Each similar-
ity score per level 1 label is calculated by SBERT
(Reimers and Gurevych, 2019) given a pair of a
premise and each level 1 label or its example sen-
tence. Examples of label 1 and example sentences
are in table 1. In the model architecture image
in figure 2, the left side shows the baseline, and
the right side shows the similarity scores between
premises and concatenated example sentences of
level 1 labels. The concatenation method of each
level 1 labels and example sentences are discussed
in section 3.2.

Figure 2: Hierarchical Similarity-aware model Archi-
tecture

3.2 Concatenating the same category’s values
or sentences into a string

In many cases, there are several level 1 labels cate-
gorized in the same level 2 labels and several exam-
ple sentences for the same level 1 label as in table
1. For example, three level 1 labels Be creative,
Be curious, and Have freedom of thoughts are cat-
egorized in the same level 2 label Self-direction:
thought.

The same trend applies to example sentences to
the level 1 labels. The two sentences being the
more interesting option and fostering curiosity are
for the same level 1 label Be Curious. Those several

Table 1: Several level 1 labels for the same level 2
category (Mirzakhmedova et al., 2023) and example
sentences for each level 1 label

Level 2 Level 1 Example Sentences

Self-
direction
: thought

Be creative

allowing for more
creativity or imagination
being more creative
fostering creativity
promoting imagination

Be Curious

being the more
interesting option
fostering curiosity
making people more keen
to learn
promoting discoveries
sparking interest

Have freedom
of thought

allowing people to figure
things on their own
allowing people to make
up their mind
resulting in less censorship
resulting in less influence
on people’s thoughts

Self-
direction
: action

Be choosing
your own goals

allowing people to choose
what is best for them
allowing people to decide
on their life
allowing people to follow
their dreams

Be independent
allowing people to plan
on their own
resulting in fewer times
people have to ask for
consent

... ...
... ... ...

labels and sentences have different aspects of the
same label for which they are categorized, so we
hypothesized all of which should be considered
for calculating similarity scores. However, SBERT
takes only a sentence to calculate the Similarity
Score with premises.

Thus, before calculating the similarity score, we
concatenate the level 1 labels that is in the same
level 2 category, into one string, or concatenate
the example sentences that is in the same level 1
values into one string. For example, for the level
1 label Be creative, the example sentences will
be concatenated with separator token </s>, into
one string; "allowing for more creativity
or imaginations </s> being more creative
</s> fostering creativity </s> promoting
imagination".

After the string concatenation, SBERT calcu-
lates the similarity score between the premises and
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each of the concatenated strings. The challenging
part of this approach for SBERT will be whether
the model can calculate the similarity accurately
when one of the inputs is a normal sentence, and
the other is a concatenated string with the special
tokens and multiple different level 1 labels or exam-
ple sentences. However, we belief that it will still
calculate a reasonable similarity score, since the
model is specially trained for taking the semantic
similarity of a pair of sentence instead of the syn-
tactic similarity (Reimers and Gurevych, 2019), so
that the structural change would not significantly
affect the similarity scores.

4 Experimental Setup

We limited our experiments to the main dataset and
used the provided data splits as defined in Mirza-
khmedova et al. (2023). For system development
and hyperparameter tuning, we trained on the train
set and evaluated on the validation set. For the
final submission, we retrained the model with the
best hyperparameters on both train and validation
set. The best hyperparameters found can be seen
in Appendix A.

For the fine-tuning of SBERT, we combined each
premise with each of the 54 concatenated examples
representing the level 1 labels (as described in sec-
tion 3). We assigned a gold label of 1 where the
premise draws on the value and a label of −1 where
it does not. This is arguably skewing the mean-
ingfulness of the similarity score as −1 generally
implies opposite meaning, whereas the different
values are often independent, making 0 the better
label. We did however find that for our purpose
labeling these cases as −1 showed the best overall
model improvement. The SBERT model was fine-
tuned for 20 epochs on the train set and evaluated
on the validation set.

Evaluation was done with label-wise and macro-
average F1-scores, matching both Kiesel et al.
(2022) and the official SemEval evaluation. For
training, the transformers2 library was used (Wolf
et al., 2020). Every model was trained for 20
epochs, evaluated at the end of each epoch and
only the best model according to the evaluation
metric was kept.

5 Results

For the main quantitative findings, the official re-
sults of the SemEval2023 competition are used.

2https://github.com/huggingface/transformers

They are evaluated on the hidden test set and as
such comparable to other teams.

Since, as of writing this paper, the test labels
have not yet been published, the analysis sections
use the validation split for their evaluation and their
findings are thus only comparable between each
other.

5.1 Main Quantitative Findings

Table 2 shows the official scores of team noam-
chomsky on the SemEval2023 competition. This
model is consisted of a BERT classifier and a fine-
tuned SBERT with concatenated examples as sim-
ilarity comparisons, hyperparameter-tuned on the
validation set and trained on both train and valida-
tion set.

With a macro-average F1-score of 0.47, our
model still falls short of the best performing ap-
proaches of other teams but does show a sizeable
improvement over the BERT baseline.

In particular the classes with the lowest BERT
scores show significant gains, with stimulation and
humility more than doubling their previous scores.
Only one class, security: personal, which also hap-
pens to be the best performing class in the BERT
baseline, shows a small performance decrease.

Overall we scored middle of the pack at rank 19
out of the 39 participating teams.

5.2 Quantitative Analysis

Since our model is made up of two main parts, it is
interesting to look at how each of these parts per-
forms on their own to deduce how they contribute
to the final scores in the full model. The scores of
these parts on the validation set can be seen in table
3.

The first half of the model effectively matches
the baseline model, a simple BERT embedding fol-
lowed by a classification head. For the second half,
the sentence similarity module, we tried a model
that performs the classification task only based on
the similarity scores. However this model strug-
gled to learn anything, only managing an overall
F1-score of 0.20 with many classes having a score
of 0. This suggests that similarity is not able to
indicate the classes on its own and instead is just
auxiliary information for the main model.

6 Conclusion

Since research on automated human value detection
is fairly new, we decided to try an approach that
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Main
Best per category .59 .61 .71 .39 .39 .66 .50 .57 .39 .80 .68 .65 .61 .69 .39 .60 .43 .78 .87 .46 .58
Best approach .56 .57 .71 .32 .25 .66 .47 .53 .38 .76 .64 .63 .60 .65 .32 .57 .43 .73 .82 .46 .52
BERT .42 .44 .55 .05 .20 .56 .29 .44 .13 .74 .59 .43 .47 .23 .07 .46 .14 .67 .71 .32 .33
1-Baseline .26 .17 .40 .09 .03 .41 .13 .12 .12 .51 .40 .19 .31 .07 .09 .35 .19 .54 .17 .22 .46
noam-chomsky .47 .51 .59 .15 .28 .59 .36 .47 .22 .72 .61 .48 .56 .36 .15 .51 .23 .71 .78 .40 .41

Table 2: Official achieved F1-score of team noam-chomsky in the SemEval2023 competition, from macro-precision
and macro-recall (All) and for each of the 20 value categories. Approaches in gray are shown for comparison: an
ensemble using the best participant approach for each individual category; the best participant approach; and the
organizer’s BERT and 1-Baseline.
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Validation
Bert-only .40 .46 .55 .21 .30 .62 .28 .48 .12 .72 .62 .37 .45 .16 .08 .57 .24 .63 .60 .15 .44
Similarity-only .20 .38 .50 .00 .00 .53 .00 .15 .00 .67 .63 .00 .41 .00 .00 .03 .00 .61 .00 .01 .04
Final model .44 .52 .56 .24 .41 .64 .25 .46 .23 .74 .61 .45 .49 .21 .09 .61 .25 .63 .70 .19 .51

Table 3: Macro-average and per class F1-scores of different model parts on the validation set.

has been shown to work well in other domains
to see if similar effects could be observed on this
task, We hypothesized that a sentence similarity
based approach would do well for a human value
detection task as the important information should
be less in the individual words and more in a deeper
semantic meaning of the sentences.

To this end, we extended the BERT based base-
line with a fine-tuned sentence transformer model
that compares representations of the premises with
those of example sentences for each value. Our re-
sults show a significant improvement over the base-
line, especially in those categories that the baseline
model failed to recognize. Similarity score as an
input feature however does not seem to stand on its
own and should be considered an auxiliary module
only.

Overall this was a successful project to show on

another domain that sentence similarity can help
detecting deeper meaning that isn’t apparent at the
surface level.
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A Hyperparameters

Optimizer AdamW
Batchsize 2

Learning Rate 3e-5
Dropout 0.1

Weight Decay 0.01

B Noam Chomsky

Noam Chomsky, often called "the father of mod-
ern linguistics", played an important role in both
the field of linguistics and the field of theoretical
computer science. As we are an interdisciplinary
team with backgrounds in linguistics and computer
science, we found he perfectly represents our com-
bination of forces.
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