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• Uppercase
• …

Occurances

• Academic
• Profanity
• Vocabulary

richness
• …

Word lists

• Number of
arguments

• Subjectivity
• Sentiment
• Readability
• ...

Complex

• Total of 32 features
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Features • Manual
• Automatic

Classifier
• 6 shallow classifiers
• Trained for manual and 

automatic seperately

Meta
Learner

• Aggregates 12 
classifier outputs

Prediction

• Data from 
Touché 2021 Task 1
• 3 Quality Labels: 
low, medium and high
• Cross-topic split
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Conclusion

• BM25F is a strong baseline
• Quality consistently 

improves with re-ranking
• Relevance improves 

mostly from considering 
the stance in re-ranking
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